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Abstract 

 Understanding the photoexcitation of molecules and visualizing the ensuing dynamics on 

their natural time scale is essential for our ability to describe and exploit many fundamental 

processes in different areas of science and technology. Prominent examples of such processes 

include, among many others, the adverse impacts of different classes of molecules on the ozone 

layer in atmospheric chemistry, light conversion into electricity through photovoltaics, 

photocatalysis, and some essential biological processes like vision and photosynthesis. Studies of 

molecular dynamics triggered by photon-molecule interaction underpin our understanding of many 

of these phenomena by adding the intermediate state to the “before-and-after” view of such 

photochemical or photobiological reactions. While identifying the initial molecular structure at 

equilibrium and determining the final products are crucial steps for the reaction characterization, 

understanding the dynamics connecting these initial and final states is essential for comprehending 

how the reaction really happens and potentially controlling its outcome. In other words, besides 

the “static” view of photo-induced reactions, identifying all intermediate states involved and 

mapping their spatio-temporal evolution are of great interest and importance. Since 

photoexcitation often induces coupled electron and nuclear motion on Angström spatial and 

femtosecond time scales, resolving such dynamics in space and time represents a significant 

scientific and technological challenge. Experimental tools to address this challenge have recently 

become available with the development of femtosecond lasers and imaging techniques capable of 

visualizing the evolving molecular structure.  

 The present thesis aims to investigate the photodissociation dynamics of halomethane 

molecules triggered by ultraviolet (UV) light using coincidence ion momentum imaging as a 

primary structural characterization tool. Halomethanes are often considered as prototypical 

systems for molecular photodissociation in the UV domain. Due to the complicated excited-state 

structure driving the photochemistry of these molecules, they exhibit rich dynamics while being 

small enough to still allow for a detailed theoretical treatment. The primary goal of this work is to 

disentangle the photo-induced reaction channels, including direct and indirect dissociation 

pathways, and to visualize the motion of the individual molecular fragments in each of these 

channels. The photofragmentation reactions considered here include two- and three-body 

dissociation, transient isomerization and molecular halogen formation. The experiments are 



 

 

carried out at two different excitation wavelengths, 263 nm and 198 nm, which enables varying 

the dominant reaction pathways. To carry out these measurements, the 3rd and 4th harmonics of a 

790 nm Ti: Sa femtosecond laser are used to initiate the dynamics of interest, which are then probed 

by multiple ionization and Coulomb explosion induced by an intense 790 nm pulse arriving after 

a variable time delay. The ions created in such pump-probe experiments are detected employing 

COLd Target Recoil Ion Momentum Spectroscopy (COLTRIMS). To facilitate interpreting the 

experimental results, they are compared to an extensive set of Coulomb explosion simulations. 

More specifically, this thesis describes three major studies. The first one is a set of time-

resolved measurements on iodomethane (CH3I) photodissociation in the A-band, one of the best-

studied reactions in ultrafast photochemistry. Here, the focus is on a detailed characterization of 

direct dissociation dynamics by Coulomb explosion imaging (CEI) and disentangling the 

competing reaction pathways involving single- and multi-photon excitations. The coincident 

measurement mode and an improved time resolution of 40-45 fs allowed us to observe a new 

feature in the two-body CEI pattern of this well-studied reaction, which was predicted theoretically 

but not yet observed experimentally, and to identify signatures of two- and three-photon processes 

populating Rydberg and ionic states. 

The second part of this work focuses on time-resolved studies of bromoiodomethane 

(CH2BrI) and chloroiodomethane (CH2ICl) photofragmentation in the A-band at 263 nm and, in 

particular, on imaging the co-fragment rotation. Here, the main objectives are to evaluate the 

effects of halogen-atom substitution on molecular dynamics and map the time evolution of 

individual photodissociation pathways. For these molecules, photoabsorption in the A-band 

predominantly breaks the C-I bond, with weaker but non-negligible contribution from the C-Br (or 

C-Cl) bond cleavage. Coincident two-body CEI analysis is used to map both of these channels, as 

well as a minor contribution from molecular halogen (IBr or ICl) formation. Three-body CEI 

patterns offer a deeper insight into the dynamics of these reactions and, in addition, reveal clear 

signatures of the three-body dissociation, which – at this wavelength – is most likely driven by the 

two-photon absorption. The three-body analysis also suggests that some fragmentation pathways 

pass through a transient linearized configuration, which is reached within ~100 fs from the initial 

photoabsorption and decays on a comparably fast time scale. 

One of the interesting aspects of dihalomethanes photodissociation in the A-band is that, 

unlike CH3I, where the excess energy is primarily channeled into translational motion, a significant 



 

 

portion of the available energy is partitioned into rotational excitation. Carbon-halogen bond 

cleavage results in the rotation of the molecular co-fragment, which can be unambiguously traced 

in the coincident three-body CEI maps for the corresponding dissociation channel. In this work, 

such rotational motion is directly imaged for the dissociation of either halogen atom, resulting in 

a “molecular movie” of the dissociating and rotating molecule. 

The third group of experiments described in this thesis includes time-resolved studies of 

bromoiodomethane and diiodomethane (CH2I2) photofragmentation in the B-band at 198 nm. In 

this part, the main goal is to trace the wavelength dependence of the photochemical reaction 

pathways. For CH2BrI, we observe a reversal of the branching ratio of C-I and C-Br bond cleavage 

compared to the 263 nm data, in agreement with earlier spectroscopic and theoretical studies. 

However, at 198 nm, three-body dissociation and molecular halogen formation become dominant 

photofragmentation channels for both molecules. 

 Finally, the CH3I photodissociation is also studied in the B-band at 198 nm, where the 

excitation of the lowest-lying Rydberg states is expected to trigger pre-dissociation dynamics. 

Although no in-depth data analysis and modeling for this reaction have been carried out, the two-

body CEI results clearly demonstrate the pre-dissociation nature of CH3I fragmentation at this 

wavelength, reflected in a broad, diffuse dissociation band, which is very different from distinct 

dissociation features observed for direct dissociation processes. Moreover, the data exhibit a 

pronounced oscillatory structure with a periodicity of 130-140 fs, which is visible only within the 

pre-dissociation lifetime of the excited state (~1.5 ps). While the exact origin of this structure 

remains unclear and will be a subject of further analysis and theoretical work, it most likely reflects 

the bound-state vibrational motion, which lasts until it pre-dissociates. 

 The work presented in this thesis represents a significant step towards a better 

understanding of the UV-driven photochemistry of halomethanes and contains several examples 

of direct visualization of the atomic motion during these photochemical reactions. Our 

experimental approach enabled us to identify and disentangle different dissociation pathways and 

track their time evolution. The experimental methodology described here can be directly applied 

to investigate the light-driven nuclear motion in other molecular systems with different light 

sources.  
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Abstract 

 Understanding the photoexcitation of molecules and visualizing the ensuing dynamics on 

their natural time scale is essential for our ability to describe and exploit many fundamental 

processes in different areas of science and technology. Prominent examples of such processes 

include, among many others, the adverse impacts of different classes of molecules on the ozone 

layer in atmospheric chemistry, light conversion into electricity through photovoltaics, 

photocatalysis, and some essential biological processes like vision and photosynthesis. Studies of 

molecular dynamics triggered by photon-molecule interaction underpin our understanding of many 

of these phenomena by adding the intermediate state to the “before-and-after” view of such 

photochemical or photobiological reactions. While identifying the initial molecular structure at 

equilibrium and determining the final products are crucial steps for the reaction characterization, 

understanding the dynamics connecting these initial and final states is essential for comprehending 

how the reaction really happens and potentially controlling its outcome. In other words, besides 

the “static” view of photo-induced reactions, identifying all intermediate states involved and 

mapping their spatio-temporal evolution are of great interest and importance. Since 

photoexcitation often induces coupled electron and nuclear motion on Angström spatial and 

femtosecond time scales, resolving such dynamics in space and time represents a significant 

scientific and technological challenge. Experimental tools to address this challenge have recently 

become available with the development of femtosecond lasers and imaging techniques capable of 

visualizing the evolving molecular structure.  

 The present thesis aims to investigate the photodissociation dynamics of halomethane 

molecules triggered by ultraviolet (UV) light using coincidence ion momentum imaging as a 

primary structural characterization tool. Halomethanes are often considered as prototypical 

systems for molecular photodissociation in the UV domain. Due to the complicated excited-state 

structure driving the photochemistry of these molecules, they exhibit rich dynamics while being 

small enough to still allow for a detailed theoretical treatment. The primary goal of this work is to 

disentangle the photo-induced reaction channels, including direct and indirect dissociation 

pathways, and to visualize the motion of the individual molecular fragments in each of these 

channels. The photofragmentation reactions considered here include two- and three-body 

dissociation, transient isomerization and molecular halogen formation. The experiments are 



 

 

carried out at two different excitation wavelengths, 263 nm and 198 nm, which enables varying 

the dominant reaction pathways. To carry out these measurements, the 3rd and 4th harmonics of a 

790 nm Ti: Sa femtosecond laser are used to initiate the dynamics of interest, which are then probed 

by multiple ionization and Coulomb explosion induced by an intense 790 nm pulse arriving after 

a variable time delay. The ions created in such pump-probe experiments are detected employing 

COLd Target Recoil Ion Momentum Spectroscopy (COLTRIMS). To facilitate interpreting the 

experimental results, they are compared to an extensive set of Coulomb explosion simulations. 

More specifically, this thesis describes three major studies. The first one is a set of time-

resolved measurements on iodomethane (CH3I) photodissociation in the A-band, one of the best-

studied reactions in ultrafast photochemistry. Here, the focus is on a detailed characterization of 

direct dissociation dynamics by Coulomb explosion imaging (CEI) and disentangling the 

competing reaction pathways involving single- and multi-photon excitations. The coincident 

measurement mode and an improved time resolution of 40-45 fs allowed us to observe a new 

feature in the two-body CEI pattern of this well-studied reaction, which was predicted theoretically 

but not yet observed experimentally, and to identify signatures of two- and three-photon processes 

populating Rydberg and ionic states. 

The second part of this work focuses on time-resolved studies of bromoiodomethane 

(CH2BrI) and chloroiodomethane (CH2ICl) photofragmentation in the A-band at 263 nm and, in 

particular, on imaging the co-fragment rotation. Here, the main objectives are to evaluate the 

effects of halogen-atom substitution on molecular dynamics and map the time evolution of 

individual photodissociation pathways. For these molecules, photoabsorption in the A-band 

predominantly breaks the C-I bond, with weaker but non-negligible contribution from the C-Br (or 

C-Cl) bond cleavage. Coincident two-body CEI analysis is used to map both of these channels, as 

well as a minor contribution from molecular halogen (IBr or ICl) formation. Three-body CEI 

patterns offer a deeper insight into the dynamics of these reactions and, in addition, reveal clear 

signatures of the three-body dissociation, which – at this wavelength – is most likely driven by the 

two-photon absorption. The three-body analysis also suggests that some fragmentation pathways 

pass through a transient linearized configuration, which is reached within ~100 fs from the initial 

photoabsorption and decays on a comparably fast time scale. 

One of the interesting aspects of dihalomethanes photodissociation in the A-band is that, 

unlike CH3I, where the excess energy is primarily channeled into translational motion, a significant 



 

 

portion of the available energy is partitioned into rotational excitation. Carbon-halogen bond 

cleavage results in the rotation of the molecular co-fragment, which can be unambiguously traced 

in the coincident three-body CEI maps for the corresponding dissociation channel. In this work, 

such rotational motion is directly imaged for the dissociation of either halogen atom, resulting in 

a “molecular movie” of the dissociating and rotating molecule. 

The third group of experiments described in this thesis includes time-resolved studies of 

bromoiodomethane and diiodomethane (CH2I2) photofragmentation in the B-band at 198 nm. In 

this part, the main goal is to trace the wavelength dependence of the photochemical reaction 

pathways. For CH2BrI, we observe a reversal of the branching ratio of C-I and C-Br bond cleavage 

compared to the 263 nm data, in agreement with earlier spectroscopic and theoretical studies. 

However, at 198 nm, three-body dissociation and molecular halogen formation become dominant 

photofragmentation channels for both molecules. 

 Finally, the CH3I photodissociation is also studied in the B-band at 198 nm, where the 

excitation of the lowest-lying Rydberg states is expected to trigger pre-dissociation dynamics. 

Although no in-depth data analysis and modeling for this reaction have been carried out, the two-

body CEI results clearly demonstrate the pre-dissociation nature of CH3I fragmentation at this 

wavelength, reflected in a broad, diffuse dissociation band, which is very different from distinct 

dissociation features observed for direct dissociation processes. Moreover, the data exhibit a 

pronounced oscillatory structure with a periodicity of 130-140 fs, which is visible only within the 

pre-dissociation lifetime of the excited state (~1.5 ps). While the exact origin of this structure 

remains unclear and will be a subject of further analysis and theoretical work, it most likely reflects 

the bound-state vibrational motion, which lasts until it pre-dissociates. 

 The work presented in this thesis represents a significant step towards a better 

understanding of the UV-driven photochemistry of halomethanes and contains several examples 

of direct visualization of the atomic motion during these photochemical reactions. Our 

experimental approach enabled us to identify and disentangle different dissociation pathways and 

track their time evolution. The experimental methodology described here can be directly applied 

to investigate the light-driven nuclear motion in other molecular systems with different light 

sources.  



x 

 

Table of Contents 

List of Figures .............................................................................................................................. xiii 

List of Tables .............................................................................................................................. xxii 

Acknowledgments...................................................................................................................... xxiii 

Dedication .................................................................................................................................. xxvi 

Chapter 1 - Introduction .................................................................................................................. 1 

Chapter 2 - Introduction to the UV-driven photochemistry of halomethanes .............................. 10 

2.1 Photodissociation ................................................................................................................ 10 

2.1.1 Transition probability and Franck-Condon principle................................................... 14 

2.1.2 Types of photodissociation reactions ........................................................................... 15 

2.1.3 Conical intersections .................................................................................................... 18 

2.2 Photoionization ................................................................................................................... 19 

2.2.1 Dissociative photoionization: ....................................................................................... 20 

2.3 Introduction to the photochemistry of halomethanes ......................................................... 20 

2.3.1 Photodissociation dynamics of a halomethane; iodomethane (CH3I) .......................... 20 

2.3.1.1. Dynamics upon A-band photoexcitation ............................................................. 21 

2.3.1.2. Dynamics upon B- and C-bands photoexcitation ................................................ 26 

2.3.2 Photodissociation dynamics of dihalomethanes .......................................................... 31 

2.4 Principles of Coulomb explosion imaging (CEI) ............................................................... 37 

Chapter 3 - Experimental methods ............................................................................................... 46 

3.1 Ultrafast laser system; chirped pulse amplification ............................................................ 46 

3.2 Ultrafast pulse characterization .......................................................................................... 48 

3.2.1 Frequency-resolved optical gating (FROG) ................................................................. 49 

3.2.2 Cross-correlation frequency-resolved optical gating (XFROG) .................................. 51 

3.3 New frequency component generations using intense femtosecond laser .......................... 52 

3.3.1 Introduction to nonlinear optics ................................................................................... 52 

3.3.2 New frequency generation ........................................................................................... 57 

3.3.3 Pulse compression: the effect of pulse dispersion on ultrashort pulses ....................... 62 

3.3.4 Pulse characterization .................................................................................................. 70 

3.4 COLd Target Recoil Ion Momentum Spectrometer (COLTRIMS) ................................... 75 



xi 

 

3.5 Experimental setup for pump-probe experiments with COLTRIMS ................................. 80 

3.6 Data processing; 3D momentum imaging principles .......................................................... 81 

3.7 Peak intensity calibration .................................................................................................... 81 

Chapter 4 - Single- and multi-photon-induced ultraviolet excitation and photodissociation of CH3I 

probed by strong-field ionization ........................................................................................... 84 

4.1 Measurements with single UV pulses ................................................................................. 84 

4.2 Ionization, dissociative ionization and Coulomb explosion of CH3I with NIR pulses ....... 88 

4.3 UV-induced photodissociation of CH3I with time-resolved ion momentum imaging ....... 94 

4.3.1 Channel identification by comparison of coincident and non-coincident data ............ 97 

4.3.2 Pathways contributing to the low-energy region of non-coincident CH3
+ and I+ ...... 100 

4.3.2.1. Non-coincident spectra in the “overlap” region and the role of light-induced 

conical intersection ......................................................................................................... 101 

4.3.3 Probing UV-induced dissociation dynamics with coincident CE imaging ................ 105 

4.4 Coulomb explosion simulation ......................................................................................... 109 

4.4.1 Modelling the dissociation process ............................................................................ 109 

4.4.2 Simulations with a purely Coulombic di-cationic states ............................................ 112 

4.4.3 Simulations with calculated di-cationic PEC ............................................................. 113 

4.4.4 Modelling dissociative ionization .............................................................................. 115 

4.5 CH3
+ +I2+ channel and enhanced ionization of the dissociating molecule ....................... 116 

4.6 Two-photon Rydberg states excitation ............................................................................. 121 

4.7 Summary ........................................................................................................................... 125 

Chapter 5 - Imaging UV-driven dynamics in dihalomethanes at 263 and 198 nm..................... 127 

5.1 CH2BrI molecule under a single NIR pulse ...................................................................... 129 

5.1.1 Non-coincident spectra .............................................................................................. 129 

5.1.2 Two-body coincident analysis ................................................................................... 131 

5.1.3 Three-body breakup and triple-coincidence data ....................................................... 133 

5.2 CH2BrI molecule under a single UV pulse ....................................................................... 143 

5.3 Time-resolved Coulomb explosion of UV-induced photodissociation of CH2BrI with two-

body breakup coincident channels .......................................................................................... 145 

5.4 Time-resolved analysis of UV-driven photodissociation dynamics in CH2BrI probed via 

three-body coincident channels .............................................................................................. 150 



xii 

 

5.4.1 Overview of the delay-dependent data for CH2
+ + Br+ + I+ coincident channel ........ 151 

5.4.2 Identification of different pump-induced dissociation channels ................................ 157 

5.4.3 Analysis of CH2
++Br2++I2+ three-body coincident channel: search for transient 

isomerization signal ............................................................................................................ 164 

5.5 Time-resolved analysis of UV-driven photodissociation dynamics in CH2ClI probed via 

three-body coincident channels .............................................................................................. 175 

5.6 Photodissociation of the CH2BrI molecule at 198 nm probed by strong-field ionization and 

Coulomb explosion ................................................................................................................. 180 

5.6.1 The CH2BrI molecule under single UV pulse at 198 nm ........................................... 181 

5.6.2 Pump probe results for CH2BrI at 198 nm ................................................................. 181 

5.6.3 Pump probe results for CH2I2 at 198 nm.................................................................... 186 

5.7 Summary ........................................................................................................................... 187 

Chapter 6 - Direct imaging of the UV-driven rotational motion of the radical co-fragments in the 

photodissociation of dihalomethanes ................................................................................... 189 

6.1 Partitioning of excess energy into rotational degrees of freedom .................................... 189 

6.2 Mapping the rotational motion of radical co-fragments ................................................... 191 

6.3 Molecular dynamics and Coulomb explosion simulations ............................................... 205 

6.4 Imaging the rotational motion in CH2ClI triggered by ultraviolet light ........................... 210 

6.5 Summary ........................................................................................................................... 213 

Chapter 7 - Pre-dissociation dynamics of CH3I in its B-band .................................................... 215 

7.1 Ionization by the 198-nm UV pulse .................................................................................. 216 

7.2 Ionization and fragmentation by a single NIR pulse at relatively high intensity ............. 218 

7.3 Time-resolved dissociation dynamics observed via two-body breakup channels ............ 219 

7.4 Summary ........................................................................................................................... 224 

Chapter 8 - Conclusion ............................................................................................................... 225 

Bibliography ............................................................................................................................... 229 

Appendix A - Native-frame analysis .......................................................................................... 256 

 

  



xiii 

 

List of Figures 

Figure 1.1.  Schematics of a time-resolved CEI experiment .......................................................... 6 

Figure 1.2.  The photoabsorption spectrum of CH3I ....................................................................... 7 

Figure 2.1.  Photodissociation of a molecule AB along the internuclear distance ....................... 11 

Figure 2.2.  Schematic representation of photodissociation of a molecule AB along the internuclear 

distance into dissociation products A+ B .............................................................................. 15 

Figure 2.3.  Schematic representation of indirect photodissociation processes of a molecule AB 

along the internuclear distance into dissociation products A+ B .......................................... 17 

Figure 2.4.  Illustration of a conical intersection between two potential energy surfaces opening up 

non-adiabatic processes in the excited state dynamics ......................................................... 18 

Figure 2.5.  Schematic representation of potential energy curves of molecule AB and AB+ ....... 19 

Figure 2.6.  Correlation diagram of CH3I n → σ* transitions in the A-band ............................... 21 

Figure 2.7.  A-band absorption cross-section and the related potential energy curves ................ 23 

Figure 2.8.  Time-evolution of the nuclear wave packet on the PECs involved in the A-band 

dissociation and simulated wave packet distributions along the C-I bond distance at different 

times after excitation to the 3Q0 and the 1Q1 states. .............................................................. 25 

Figure 2.9.  A- and B-band potential energy curves of CH3I ....................................................... 27 

Figure 2.10.  Absorption spectrum of CH3I in the B-band absorption region with assignments to 

vibrionic transitions .............................................................................................................. 29 

Figure 2.11.  UV absorption spectra of CH2BrI, CH2ICl and CH2I2 at 298 K in the gas phase from 

nearly 200 to 380 nm ............................................................................................................ 31 

Figure 2.12.  Dihalomethanes potential energy curves ................................................................. 32 

Figure 2.13.  Snapshots of CH3I, CH2ICl and CH2BrI dissociation ............................................. 34 

Figure 2.14.  Schematic diagrams depicting the equilibrium geometries of  the ground state of iso-

CH2Br-I and the ground state of iso-CH2I-Br ....................................................................... 36 

Figure 2.15.  Computed PECs for CH2BrI as a function of the C–Br distance ............................ 37 

Figure 2.16.  Classical Coulomb explosion simulation of CH2BrI ............................................... 39 

Figure 2.17.  CES for the two equilibrium and linear isomer geometries .................................... 42 

Figure 2.18.  Schematic of Newton diagram displaying the fragments’ momenta and angles ..... 43 

Figure 2.19.  Simulated momentum correlation obtained from a classical Coulomb simulation . 44 



xiv 

 

Figure 2.20.  Simulated momentum energy obtained from a classical Coulomb simulation for the 

concerted breakup starting from equilibrium and isomer geometry in the Dalitz plot 

representation. ....................................................................................................................... 44 

Figure 3.1.  A schematic view of pulse duration and intensity evolution during chirped-pulse 

amplification (CPA) .............................................................................................................. 47 

Figure 3.2.  Typical PULSAR output spectrum after the second amplification stage .................. 48 

Figure 3.3.  Schematic layout for a FROG apparatus ................................................................... 50 

Figure 3.4.  Nonlinear frequency mixing with a χ2 nonlinear crystal ........................................... 53 

Figure 3.5.  Time delay between the fundamental and second harmonic for a BBO crystal with 150 

μm thickness and 29.2˚ cut angle. ......................................................................................... 58 

Figure 3.6.  Schematic setup for a collinear third harmonic generation ....................................... 59 

Figure 3.7.  The typical measured SHG and THG spectra. .......................................................... 60 

Figure 3.8.  A typical measured spectrum of the FHG. ................................................................ 60 

Figure 3.9.  Photo of the fourth harmonic generation (FHG) setup. ............................................. 61 

Figure 3.10.  Frequency chirping in the laser pulse ...................................................................... 63 

Figure 3.11.  A dispersion compensation device: chirped mirror ................................................. 65 

Figure 3.12.  Sketch of a diffraction grating-pair compressor. ..................................................... 66 

Figure 3.13.  Schematic of the conventional four-prism pulse-compressor ................................. 67 

Figure 3.14.  Schematic of a prism-pair compressor in a folded geometry .................................. 68 

Figure 3.15.  Cross-correlation between UV (263 nm) and NIR (790 nm) pulses ....................... 69 

Figure 3.16.  Scanning the XFROG traces by changing the separation of the two prisms. .......... 71 

Figure 3.17.  Cross-correlation between UV (263 nm) and NIR (790 nm) pulses ....................... 72 

Figure 3.18.  High-intensity laser filamentation experimental setup ............................................ 73 

Figure 3.19.  Measured signal of the transmitted UV pulse as a function of the delay between the 

UV and NIR pulses ............................................................................................................... 74 

Figure 3.20.  Schematic of the COLTRIMS apparatus with exemplary ions and electrons 

trajectories ............................................................................................................................. 76 

Figure 3.21.  Schematic of microchannel plate (MCP) and working principle of a delay-line anode 

(DLA) .................................................................................................................................... 77 

Figure 3.22.  Sketch of the experimental setup for UV - NIR pump-probe experiments ............. 79 



xv 

 

Figure 3.23.  Measured cross-correlation between 790-nm and 263-nm pulses from PULSAR using 

two-color ionization of Ar from our COLTRIMS ................................................................ 80 

Figure 4.1.  Ion TOF spectrum from the ionization of CH3I by a single UV pulse and 2-D TOF vs. 

position maps for CHx
+, I+ and CH3I

+. .................................................................................. 85 

Figure 4.2.  Kinetic energy (KE) distribution of CH3
+, I+, and CH3I

+ fragments after CH3I 

ionization by a single UV pulse ............................................................................................ 86 

Figure 4.3.  Time-of-Flight (TOF) of the generated ions upon irradiation of the CH3I molecule 

with the single UV pulse at 263 nm and different UV intensities and the yield of the major 

ionic fragments as a function of UV intensities .................................................................... 87 

Figure 4.4.  Time-of-flight spectrum of the generated ions upon irradiation of the CH3I molecule 

with the single NIR pulse and 2-D TOF vs. position maps for CHx
+, I+ and CH3I

+  ............ 88 

Figure 4.5.  CH3
+ TOF distribution as a function of ion hit position on the detector after ionization 

of the molecule by a single NIR pulse .................................................................................. 89 

Figure 4.6.  KE distributions of CH3
+ and I+ ................................................................................ 90 

Figure 4.7.  Photoion-photoion coincidence (PIPICO) spectrum for the fragmentation of CH3I 

molecule by a single NIR pulse ............................................................................................ 91 

Figure 4.8.  Kinetic energy distributions of CH3
+ and I+ detected in coincidence after the single 

NIR pulse .............................................................................................................................. 92 

Figure 4.9.  Potential energy curves along the C-I bond for the di-cation CH3I
2+ ........................ 93 

Figure 4.10.  A-band dissociation. ................................................................................................ 95 

Figure 4.11.  Excitation to higher-lying Rydberg states ............................................................... 96 

Figure 4.12.  Excitation schemes and relevant electronic states for UV multi-photon dissociative 

ionization ............................................................................................................................... 97 

Figure 4.13.  Delay-dependent kinetic energy distribution of CH3
+and I+ ions............................ 98 

Figure 4.14.  Delay-dependent KER distribution of the two-body coincident channel CH3
+ + I+ 99 

Figure 4.15.  Schematics of the LICI formation ......................................................................... 102 

Figure 4.16.  Schematic of relevant energy levels for neutral and ionic states involved in one- and 

two-photon excitations in the Franck-Condon region and the asymptotic regime ............. 104 

Figure 4.17.  Delay-dependent KER distribution for the CH3
+ + I+ coincidence channel at different 

UV intensities ...................................................................................................................... 107 



xvi 

 

Figure 4.18.  The projections of the KER distributions of Fig. 4.17 onto the KER axis for three 

UV-intensities ..................................................................................................................... 109 

Figure 4.19.  Time-dependent velocity and internuclear distance using the actual shape of the 

dissociative PECs of 3Q0 and 1Q1 states. Comparison between time-dependent velocity and 

internuclear distance using different dissociation velocity distributions. ........................... 111 

Figure 4.20.  Comparison of CES based on different dissociation velocities for the 3Q0 state with 

the experimental delay-dependent KER distribution for CH3
++I+ coincidence channel .... 112 

Figure 4.21.  Comparison of the experimental delay-dependent KER distribution for CH3
++I+ 

coincidence channel. ........................................................................................................... 114 

Figure 4.22.  Enlarged view of the experimental data at small delays compared with the simulation 

assuming dissociation along 3Q0 and 1Q1 neutral PEC probed by the transition to the lowest 

di-cationic PEC. .................................................................................................................. 114 

Figure 4.23.  The kinetic energy gained in dissociation along the neutral 3Q0 state compared to the 

depth of the potential barrier for the lowest di-cationic state ............................................. 115 

Figure 4.24.  CES of dissociative ionization channel using exponential rise dissociation velocity 

function and the simulated curve of I and I* channels with the actual shape of the dissociative 

states .................................................................................................................................... 116 

Figure 4.25.  Delay-dependent KER distribution of the coincident channel CH3
+ + I2+ ............ 117 

Figure 4.26.  Enlarged view of the delay-dependent KER distribution for CH3
+ + I2+ channel . 118 

Figure 4.27.  Schematic illustration of the electronic potentials of a diatomic molecule for three 

different internuclear separations illustrating the concept of “enhanced ionization”. ........ 119 

Figure 4.28.  Delay-dependent KER distribution for the two-body coincidence channel CH3
+ + I2+ 

at three different probe pulse intensities ............................................................................. 121 

Figure 4.29.  Delay-dependent yields of the singly-charged parent ion for different UV intensities 

and schematic of one-and two-photon excitation by the pump pulse followed by the ionization 

with a delayed NIR pulse. ................................................................................................... 123 

Figure 5.1.  TOF spectrum of the ions generated upon irradiation of CH2BrI molecule with the 

single NIR pulse .................................................................................................................. 130 

Figure 5.2.  Kinetic energy (KE) distributions of ionic fragments of CH2BrI molecule after a single 

NIR pulse ............................................................................................................................ 131 



xvii 

 

Figure 5.3.  PhotoIon-PhotoIon COincidence (PIPICO) map for the fragmentation of CH2BrI 

molecule after a single NIR pulse ....................................................................................... 132 

Figure 5.4.  KE distributions of the two-body fragmentation of CH2BrI into CH2Br+ + I+ and CH2I
+ 

+ Br+ coincident channels.................................................................................................... 133 

Figure 5.5.  TRIPICO map of the three-body breakup into CH2
+ + Br+ + I+coincident channel after 

the single NIR pulse, KE distributions of the individual fragments and the total KER 

distributions of this three-body breakup ............................................................................. 134 

Figure 5.6.  KER-θ23 map for CH2
+ + Br+ + I+ channel .............................................................. 135 

Figure 5.7.  Newton diagrams for three-body fragmentation channel CH2
+ + Br+ + I+ .............. 136 

Figure 5.8.  Dalitz plots for three-body fragmentation channel CH2
+ + Br+ + I+ ........................ 137 

Figure 5.9.  Iodine-bromine energy correlation map for three-body fragmentation channel CH2
+ + 

Br+ + I+ ................................................................................................................................ 138 

Figure 5.10.  Native-frame analysis ............................................................................................ 140 

Figure 5.11.  KER-θ23 plot for the three-body fragmentation of CH2BrI into CH2
+ + Br2+ + I2+ after 

a single NIR pulse ............................................................................................................... 141 

Figure 5.12.  Newton diagrams for the three-body fragmentation of CH2BrI into CH2
+ + Br2++ I2+ 

after the single NIR pulse, Dalitz and energy-sharing plots. .............................................. 142 

Figure 5.13.  Time-of-Flight of the generated ions after a single UV pulse ............................... 144 

Figure 5.14.  KE distributions of the ionic fragments of CH2BrI produced by single UV pulse 145 

Figure 5.15.  Delay-dependent KER distribution for the two-body CH2Br+ + I+ coincident channel 

after UV pump and NIR probe pulses ................................................................................. 146 

Figure 5.16.  KE distribution of the two-body CH2Br+ + I+ coincident channel after UV pump and 

NIR probe pulse at 2.5 and 20 ps ........................................................................................ 147 

Figure 5.17.  KER distribution for the two-body CH2Br+ + I+ coincident channel after UV pump 

and NIR probe pulse obtained at different UV intensities .................................................. 148 

Figure 5.18.  Delay-dependent KER distribution for CH2I
+ + Br+ channel and CH2

+ + BrI+ channel 

after UV pump and NIR probe pulses ................................................................................. 149 

Figure 5.19.  Delay-dependent KER distribution for CH2BrI fragmentation into CH2
+ + Br+ + I+ 

after UV pump and NIR probe pulses ................................................................................. 151 

Figure 5.20.  KER-θ23 plot for CH2
+ + Br+ + I+ coincident channel ........................................... 153 



xviii 

 

Figure 5.21.  Different representations of the CH2
+ + Br+ + I+ coincident events in regions (1) and 

(2) of the KER-θ23 plot integrated over all delays: Newton diagrams, Dalitz plots, and halogen 

energy correlation diagram. ................................................................................................ 154 

Figure 5.22.  KER-θ23 snapshots for the three-body coincident CH2
+ + Br+ + I+ channel at different 

UV-NIR delays ................................................................................................................... 155 

Figure 5.23.  KER-θ23 snapshots for the three-body coincident CH2
+ + Br+ + I+ channel at 0 fs, 2.5 

ps, 10 ps, and 20 ps ............................................................................................................. 156 

Figure 5.24.  Simulated KER-θ23 for CH2
+ + Br+ + I+ final state assuming different dissociation 

pathways: CH2Br + I, CH2I + Br, and CH2 + BrI................................................................ 158 

Figure 5.25.  Different representations of the CH2
+ + Br+ + I+ coincident events in regions (3) and 

(4) of the KER-θ23 plot at 20 ps .......................................................................................... 160 

Figure 5.26.  Simulated energy correlation map and KER-θ23 plot for CH2Br + I and CH2I + Br  

dissociating pathways probed at 20 ps delay via coincident CH2
+ + Br+ + I+ final state .... 162 

Figure 5.27.  Delay-integrated KER-θ23 plots for the CH2 
++ Br+ + I+ coincident channel with 

different conditions on the sum KE of the two halogen ions.. ............................................ 163 

Figure 5.28.  Different representations of the CH2 
++ Br+ + I+ coincident events in the region (5) of 

the KER- θ23 plot at 20 ps ................................................................................................... 164 

Figure 5.29.  Delay-dependent KER distribution for CH2BrI fragmentation into CH2
+ + Br2+ + I2+ 

ions after UV pump and NIR probe pulse. ......................................................................... 165 

Figure 5.30.  KER-θ23 snapshots for the CH2
+ + Br2+ + I2+ three-body coincident channel at 

different delays from 0 to 2.5 ps ......................................................................................... 166 

Figure 5.31.  KER-θ23 plot for the three-body CH2
++ Br2+ + I2+ coincident channel at 20 ps. ... 168 

Figure 5.32.  Different representations of the CH2
+ + Br2+ + I2+ coincident events in regions (1) and 

(2) of the KER-θ23 plot at 20 ps .......................................................................................... 168 

Figure 5.33.  Different representations of the CH2
+ + Br2+ + I2+ coincident events in regions (4) and 

(5) of the KER-θ23 plot at 20 ps .......................................................................................... 169 

Figure 5.34.  Newton diagram, Dalitz plot and (Br, I) energy correlation map for the events in 

region (6) of the KER-θ23 plot at 20 ps ............................................................................... 171 

Figure 5.35.  Delay-dependent yield of CH2
+ + Br2+ + I2+ coincident events in region (3) of the 

KER-θ23 maps ..................................................................................................................... 172 



xix 

 

Figure 5.36.  Newton diagram, Dalitz Plot, and halogen energy correlation map for CH2
++ Br2+ + 

I2+ coincident events in region (3) of the KER-θ23 plot at 100 fs ........................................ 172 

Figure 5.37.  Delay-dependent KE of the CH2
+ ions from the CH2 

++ Br2+ + I2+ channel in the 

region (3) of the KER-θ23 plot ............................................................................................ 174 

Figure 5.38.  KER-θ23 for the three-body fragmentation of CH2ClI into CH2
++Cl++I+ and CH2

+ + 

Cl2+ + I2+ after a single NIR pulse ....................................................................................... 176 

Figure 5.39.  Delay-dependent KER distribution of CH2ClI fragmentation into CH2
++ Cl++ I+ after 

UV pump and NIR probe pulses. ........................................................................................ 176 

Figure 5.40.  KER-θ23 maps for the three-body coincident CH2
+ + Cl+ + I+ channel at different 

delays from 0 to 2.5 ps ........................................................................................................ 177 

Figure 5.41.  KER-θ23 snapshots for three-body coincident channels CH2
+ + Cl+ + I+ and CH2

+ + 

Cl2+ + I2+ channels at 20 ps ................................................................................................. 178 

Figure 5.42.  KER-θ23 snapshots for the three-body coincident CH2
+ + Cl2+ + I2+ channel at 

different delays from 0 to 2.5 ps ......................................................................................... 179 

Figure 5.43.  Time-of-Flight (TOF) of the generated ions after a single UV pulse of 5 × 1012 W/cm2 

intensity ............................................................................................................................... 181 

Figure 5.44.  Delay-dependent KER distribution for the two-body CH2Br+ + I+, CH2I
+ + Br+ and 

CH2
+ + BrI+ coincident channels. ........................................................................................ 182 

Figure 5.45.  Delay-dependent KER distribution of fragmentation of CH2BrI into CH2
++Br+ +I+ 

after UV pump at 198 nm and NIR probe pulse ................................................................. 183 

Figure 5.46.  KER-θ23 snapshots for the three-body coincident CH2
+ + Br+ + I+ channel at 0 fs, and 

2.5 ps ................................................................................................................................... 184 

Figure 5.47.  KER-θ23 snapshots for the three-body coincident CH2
+ + Br+ + I+ and CH2

+ + Br2+ + 

I2+ channels at 20 ps ............................................................................................................ 185 

Figure 5.48.  Delay-dependent KER distribution of fragmentation of CH2I2 into CH2
+ + I+ + I+ after 

UV pump at 198 nm and NIR probe pulse ......................................................................... 186 

Figure 5.49.  KER-θ23 snapshots for the three-body coincident CH2
+ + I+ + I+ and CH2

+ + I2+ + I2+ 

channels at 20 ps ................................................................................................................. 187 

Figure 6.1.  Mechanistic picture of CH2BrI photodissociation. .................................................. 189 

Figure 6.2.  Schematic diagrams of the potential energy curves and cartoon snapshots of the 

propagating wave packet for different dissociation pathways ............................................ 190 



xx 

 

Figure 6.3.  Delay-dependent KE distributions of the individual fragment ions CH2
+, Br+, and I+ 

from the CH2
+ + Br+ + I+ coincident channel ...................................................................... 192 

Figure 6.4.  Same delay-dependent KE distributions of the individual fragment ions with the 

additional requirement that the total KER of the CH2
+ +Br+ + I+ coincident channel is below 

11eV .................................................................................................................................... 193 

Figure 6.5.  Delay-dependent KE distributions for Br+ and I+ in CH2
+ + Br+ + I+ coincident channel 

with the conditions KER< 11eV and KE(CH2
+) > 4.3 eV .................................................. 194 

Figure 6.6.  Delay-dependence of the CH2
+ and Br+ ion yields in the regions corresponding to the 

maxima of the respective oscillatory structures .................................................................. 195 

Figure 6.7.  Delay-dependence of the Br+ ion yields .................................................................. 196 

Figure 6.8.  Gated Br+ and I+ maps ............................................................................................. 197 

Figure 6.9.  Delay-dependent kinetic energy distributions of Br+ with all the events satisfying the 

triple gates including KER < 11eV, KE (CH2
+) > 4.3 eV and KE (I+) < 0.2 eV ................ 198 

Figure 6.10.  Delay-dependence of the I+ in the energy range of 0-0.2 eV ................................ 199 

Figure 6.11.  Delay-dependent angle between the measured momentum vectors of the two ions for 

CH2-I, CH2-Br, and Br-I ..................................................................................................... 200 

Figure 6.12.  Time evolution of Newton diagrams with I+ momentum vector along +X ........... 201 

Figure 6.13.  Time evolution of Newton diagrams with CH2
+ momentum vector along +X. .... 203 

Figure 6.14.  A set of gated Newton diagrams showing the CH2
+ and Br+ relative momenta with 

respect to the I+ flying to the right ...................................................................................... 204 

Figure 6.15.  Simulated delay-dependent KER distributions of the CH2
++Br++I+ coincident channel 

and the KE distributions of the individual ions .................................................................. 206 

Figure 6.16.  Time-dependent molecular bond angle, defined by C-I and C-Br bonds, in different 

carbon-halogen bond dissociation ....................................................................................... 207 

Figure 6.17.  Simulated momentum angles for the C-I and C-Br bond dissociation .................. 208 

Figure 6.18.  Cartoon snapshots of the molecular structure generated from simulations at different 

delays are stacked................................................................................................................ 208 

Figure 6.19.  Comparison of the outcome of CES with experimental results ............................ 209 

Figure 6.20.  Delay-dependent kinetic energy distributions of CH2
+, Cl+, and I+ in the three-body 

coincidence channel CH2
++Cl++I+ ...................................................................................... 210 



xxi 

 

Figure 6.21.  Delay-dependent kinetic energy distributions of CH2
+, Cl+, and I+ in the three-body 

coincidence channel CH2
+ + Cl+ + I+ with KER < 12 eV ................................................... 211 

Figure 6.22.  Delay-dependent kinetic energy distributions of Br+ and (b) I+ in CH2
+ + Cl+ + I+ 

coincident channel; all coincident events with KER< 12eV and KE(CH2
+) > 4 eV. ......... 212 

Figure 6.23.  Delay dependence of CH2
+ and Cl+ ion yields and an FFT of modulating yields . 213 

Figure 7.1.  Time-of-Flight (TOF) spectrum of the ions generated upon irradiation of the CH3I 

molecule with a single UV pulse at 198 nm ....................................................................... 216 

Figure 7.2.  Time-of-flight (TOF) spectrum of the ions generated upon irradiation of the CH3I 

molecule with a single NIR pulse and TOF-position maps of selected ions ...................... 217 

Figure 7.3.  PIPICO map for fragmentation of CH3I after a single NIR pulse ........................... 218 

Figure 7.4.  Delay-dependent KER distribution of the two-body coincident channel CH3
+ + I+ after 

UV and NIR pulses ............................................................................................................. 220 

Figure 7.5.  KE distribution of the two-body CH3
+ + I+ coincident channel after UV pump and NIR 

probe pulse at 2.4 and 20 ps ................................................................................................ 220 

Figure 7.6.  Delay-dependent KE distribution of the I+ originating from CH3
+ + I+ after UV and 

NIR pulses ........................................................................................................................... 221 

Figure 7.7.  Delay-dependent KE distribution of the I+ originating from CH3
+ + I+ after UV and 

NIR pulses in different KE ranges ...................................................................................... 222 

Figure 7.8.  Projection of the bound and dissociating in the delay-dependent KE distribution of the 

I+ originating from CH3
+ + I+ after UV and NIR pulses ..................................................... 223 

Figure A.1.  Schematic definition of the Jacobi coordinates, the two-step sequential fragmentation 

through CH2Br2+ and the definition of the θCH2Br, I angle. .............................................. 257 

Figure A.2.  Yield of the CH2
++ Br+ + I+ coincidence channel as a function of the KERCH2Br and 

θCH2Br, I., and different representation of the corresponding events ..................................... 258 

  



xxii 

 

List of Tables 

 

Table 4-1.  Parameters extracted from fitting the time-dependent parent ion signal of Fig. 4.30 as 

a function of UV-intensity .................................................................................................. 124 

 

  



xxiii 

 

Acknowledgments 

“Thankfulness brings you to the place where the beloved lives. ~ Rumi 

 

 I owe a debt of gratitude to many people for helping me reach this stage. First and foremost, 

I would like to thank my dissertation advisors, Artem Rudenko and Daniel Rolles. I have been 

fortunate to have them as my academic advisors and work in their joint groups in the past few 

years. I am grateful for the many things they taught me. They showed me what it means to be 

dedicated, each in their own unique way. Artem and Daniel, each of you have given of your time, 

energy and expertise and were very patient with me, for which I am eternally grateful. What I have 

learned from your approach to problem-solving and scientific reasoning is one of the most valuable 

skills I learned during graduate school. You taught me to be critical and, at the same time, 

optimistic with the experimental findings and become more efficient in presenting them to others. 

 I want to thank Artem Rudenko, Daniel Rolles, Christine Aikens, Loren Greenman, and 

Vinod Kumarrappan for serving on my committee and devoting their precious time to help in 

maintaining the quality and rigor of my work. Their critical insights on my projects which they 

transferred to me through comments, suggestions and questions, were a significant source of help.  

 Artem and Daniel's prolific joint groups have also given me inspiration and motivation, 

and the chance to work with many bright students and postdocs who have made the long hours in 

the lab so much more enjoyable, and I feel incredibly fortunate to have worked with them. A 

substantial piece of my gratitude is for Kurtis Borne, with whom I spent most of my lab time. 

Kurtis, your dedication and willingness to work in the lab was always a source of inspiration. 

Thanks for always being there for me. I also appreciate working with wonderfully knowledgeable 

post-docs such as Kanaka Raju Pandiri, Surjendu Bhattacharyya and Enliang Wang. They made 

significant contributions to the work in this dissertation, and I was always inspired by how they 

loved their work in the lab. I am also grateful to other group members; Seyyed Javad Robatjazi, 

Xiang Li, Shashank Pathak, Anbu Venkatachalam, Keyu Chen, Nathan Marshalls, Balram 

Kaderiya, and Yubaraj Malakar, for their help, friendship and companionship inside and outside 

of the lab. 

 I would also like to thank Itzik Ben-Itzhak’s group members, Travis Severt, Bethany 

Jochim and Peyman Feizollah, for fruitful collaborations on COLTRIMS experiments. Help and 



xxiv 

 

support from Huynh Lam and Tomthin Nganba Wangjam from Vinod Kumarappan's group is also 

appreciated.  

 I was fortunate to have been a part of the Macdonald Lab, and I am grateful to all of the 

people who made working there so great. I would like to sincerely thank the former and current 

lab directors, Itzik Ben-Itzhak and Brett Esry, for the high standard working policies and providing 

guidance and support over the last few years. I want to thank all AMO faculty members for their 

knowledge, inspiration and encouragement. Brett, I greatly appreciate your compassionate effort 

to teach us quantum mechanics and AMO physics. However, that is not the only reason for my 

heartfelt thanks to you. I am eternally grateful for your guidance and your belief in me. I always 

felt comfortable coming to your office with my questions, knowing that your office door is always 

open to students desperately looking for advice. Itzik, thanks for your critical insights on various 

projects and for helping me in one form and another over the last few years. Vinod, thanks for 

enthusiastically answering the questions we dealt with multiple times and being a very 

knowledgeable point of reference. Kevin, I am beyond grateful for your countless hours of 

educating us and troubleshooting the data acquisition system. You always made my life easier by 

patiently helping with SpecTcl, especially for our frequent needs on Friday afternoons.  

 The outstanding support staff facilitates the quality research done at the J.R. Macdonald 

Laboratory, and I am grateful to several members for their time and dedication to helping make 

my projects possible. Thanks to Charles Fehrenbach for his assistance with the laser, Chris Aikens, 

Justin Millette, and Al Rankin for helping me solve technical problems and Scott Chainey for his 

help with all electronics issues. Thanks to Vince Needham and PCSC crews for helping with 

computers and software.  

 During my Ph.D., I had a support person from thousands of miles away, Ruaridh Forbes, 

who always helped me with his comments and suggestions. In addition, I would like to thank 

Aleksy Alseyev, Luis Banares and Maria Corrales for sharing the calculated potential energy 

curves of CH3I that I need for my simulations. 

 During my time at KSU, I have made many friendships that made my life more enjoyable. 

I want to thank them for helping us make unforgettable memories and having wonderful times 

together. There are too many names, but I want to remember a friend with a beautiful heart who is 

no longer with us in this world. Sahar jan, we all have missed you so much.  



xxv 

 

 Last but absolutely not least, I would like to offer my sincerest thanks to the lovely ones in 

my life. My parents have worked so hard for my well-being and comfort so that I would experience 

less of the hardships they endured in their lives. Daddy and mommy, Look! Here is my name on 

this thesis. I made it as you wished for me. It was not easy to be 7000 miles away from home, but 

it was worth it! I would also like to thank my husband, Jalal. He is the kindest, most loving, and 

most caring partner one could ever wish for. He has been on this journey with me through my 

successes and failures. I have been extremely fortunate to have him by my side to believe in me, 

give me the courage to do the right thing, and truly empower me to succeed. His encouragement 

and vision have been great companions in my Ph.D. I truly love him and thank him very much for 

loving me with all of my flaws and weaknesses. Jalal, I will never forget all those midnights you 

were patiently waiting for me in JRML hall, all those moments that I was finding you fall asleep 

but smiling, and then forgetting the challenges I had in the lab, we were heading to our lovely tiny 

house. I am excited for what is to come with our next careers.  

 

  



xxvi 

 

Dedication 

To my parents and the best friend ever, Jalal! 

 

  



1 

 

Chapter 1 - Introduction  

 Making “molecular movies” or, in other words, imaging the nuclear motion during a 

molecular transformation with atomic-scale spatial and temporal resolution has been a prolonged 

ambition in molecular dynamic studies [1]–[7]. Nowadays, molecular dynamics is a flourishing 

field of research that often focuses on processes triggered by photon–molecule interaction. Such 

light-induced molecular dynamics are of great interest for different sub-fields of physics, 

chemistry, and biology and underpin our understanding of many fundamental processes in nature. 

For instance, they are of critical importance to a broad range of photobiological processes in our 

daily lives, such as photosynthesis [8], [9], DNA photo-protection [10], DNA mutation and 

damage under ultraviolet (UV) radiation [11]–[13], isomerization reaction in the retina of the 

human eye [14]–[18] and formation of vitamin D [19]. 

  The development of X-ray crystallography resulted in a breakthrough in determining the 

three-dimensional (3D) structure of macromolecules, acknowledged by the Nobel Prize in 

Chemistry awarded to John Kendrew and Max Perutz [20]. Since then, there has been an ongoing 

effort to go beyond static structure determination and combine it with advanced tools for studying 

dynamics. These efforts link back to the critical lesson of the historic “Horse in Motion” study by 

Eadweard Muybridge [21]. This first example of “chronophotography” proved the contested 

hypothesis that there are moments during a horse’s stride when all four hooves are off the ground. 

This earliest example of a successful time-resolved experiment demonstrated the importance of a 

direct observation of the object in motion, which can yield information not accessible by static 

measurement. Such dynamical, time-resolved studies are needed to comprehend the behavior of 

ever-changing molecular systems. In other words, even the atomic-scale resolution of the static 

molecular structure is often not enough to understand how the system “functions” or how a 

chemical reaction proceeds. Thus, understanding the underlying dynamics is essential. In a broader 

sense, molecular dynamics studies add the intermediate state to the “before-and-after” view of 

chemical reactions and identify different quantum paths during the interactions. In contrast to static 

measurements, they also often deal with far-off-equilibrium molecular configurations.  

The photoexcited molecule could be a starting point for a variety of chemical reactions, 

such as dissociation (involving the cleavage of one or more molecular bonds) [22]–[27], bond 

rearrangement, different types of isomerization processes [28]–[34], etc. Following the absorption 
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of one or several photons, a molecule can undergo rather complex structural transformations, often 

accompanied by a complicated electronic and nuclear energy redistribution. Many of the most 

interesting (and also hardest to study) photo-induced dynamics occur when different potential 

energy surfaces (PES) of the molecule cross each other. Such regions of the potential energy 

landscape are frequently referred to as conical intersections [35]. These crossings enable 

population exchange between multiple states on femtosecond time scales [36], and the molecule 

can undergo various non-radiative relaxation processes such as intramolecular vibrational 

redistribution, where the energy is redistributed between different vibrational states [37]–[39], 

internal conversion [40]–[43], or intersystem crossing [44]–[46] when the transition happens 

between the electronic states of the same and different spin multiplicities, respectively. In the 

vicinity of conical intersections, the strong coupling of the electronic and nuclear degrees of 

freedom breaks down the Born-Oppenheimer approximation, making dealing with these 

nonadiabatic processes experimentally and theoretically challenging. In particular, complex 

molecular vibrational dynamics often limit spectroscopic methods: because of the large density of 

vibrational states, the nonadiabatic coupling results in broadened spectral features in the 

energy/frequency domain. This limitation highlights the importance of complementary time-

dependent methods with adequate temporal resolution.  

Over the last few decades, time-resolved measurements enabled by advances in ultrafast 

laser technology have offered an opportunity to observe a molecular system in the continuous 

process of its evolution from reactants to products and paved the way towards following certain 

dynamical processes in real-time [47]–[49]. The development of femtosecond laser systems and 

the progress in time-resolved techniques laid the first stone of the field of femtochemistry, which 

resulted in a Nobel Prize in chemistry for its pioneer, Ahmed Zewail, in 1999 [5], [6]. Subsequent 

progress in developing ultrashort pulses in a broad range of wavelengths, from infrared to vacuum 

ultraviolet (VUV) and X-ray regions of the spectrum, brought tremendous advances in time-

resolved molecular dynamics. Combined with theoretical analysis, these experiments provided 

detailed information about various photo-induced dynamics in molecular systems. 

Practically, time-resolved measurements are usually performed within pump-probe 

configurations, where processes of interest are triggered by a first “pump” pulse, followed by a 

second, time-delayed “probe” pulse that monitors the ensuing dynamics. The achievable temporal 
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resolution is then limited by the duration of both pulses and the temporal jitter (delay) between 

them.  

 Initially, pump-probe measurements were developed for optical pump and optical probe 

pulses. Here, typical probe schemes include, among others, fluorescence and absorption 

measurements, as well as a variety of ionization-based methods, like time-resolved photoelectron 

spectroscopy or ion mass-spectrometry. Subsequently, the pump-probe technique was generalized 

by replacing the optical probe pulse with different probing schemes. Prominent examples here are 

transient absorption with femtosecond or attosecond XUV pulses produced by high harmonics 

generation (HHG) [50]–[52], ultrafast electron diffraction (UED) driven by the development of 

the relativistic electrons pulses [53], [54], [63], [64], [55]–[62]  and ultrafast x-ray diffraction 

(UXRD) at x-ray free-electron laser (FEL) [65]–[73]. The ultrashort laser, electron- or X-ray pulse 

duration allows one to accurately define the initiation time and track the temporal changes to build 

a dynamical picture of photo-induced reactions. 

 The selection of a particular probing scheme largely depends on the specific goals of a 

pump-probe experiment since each method has its strengths and weaknesses. For example, in a 

pump-probe configuration, spectroscopic methods like absorption, fluorescence, or photoelectron 

spectroscopy, which, in combination with theory, provide a lot of structural information from static 

measurements, are typically used to characterize the evolution of the electronic structure. Ion mass 

spectrometry can be sensitive to electronic and nuclear components but yield only indirect 

information. In contrast, diffraction-based techniques provide direct information on the (evolving) 

molecular geometry but are less sensitive to its electronic structure. In addition, since the 

diffraction signal depends on the atomic mass, diffraction experiments have different sensitivity 

for light and heavy atoms. While UXRD can provide superior temporal resolution, limited only by 

the duration of XFEL pulses, its main limitation stems from relatively small X-ray scattering cross-

sections, which makes experiments on gas-phase small molecules consisting of light atoms rather 

challenging. UED approach benefits from much larger electron scattering cross sections but 

currently cannot access time scales shorter than ~100 fs for pulses charges compatible with gas-

phase experiments. Therefore, despite tremendous advances in UED, UXRD and time-resolved 

techniques employing spectroscopic probes, there is still serious motivation to develop further 

experimental schemes to address some of the above-mentioned limitations. For example, there is 

an ongoing effort to combine the advantages of UED and UXRD approaches by illuminating the 
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molecule “from within,” exploiting its own photoelectrons, either in laser-induced electron 

diffraction [74]–[80] or inner-shell electron diffraction [81], [82] experiments. 

 The main focus of this thesis is the development of an alternative technique for mapping 

nuclear motion in molecular reactions based on the so-called Coulomb explosion imaging (CEI) 

concept [83], [84]. This imaging technique produces a highly charged unstable molecular ion by 

rapidly removing multiple electrons from a stable neutral or ionic species. The repulsive forces 

between multiple charges then result in the molecule’s Coulomb explosion (CE). CEI is a powerful 

and conceptually simple tool, which is sensitive to the original molecular geometry, especially in 

the idealized limit where the ionization process is fast compared to the time scale of molecular 

dynamics of interest, and the molecule is ionized high enough such that the final-state PESs can 

be considered to be purely Coulombic. In that case, this technique provides information about the 

molecular structure without prior knowledge about the molecule itself. For example, in diatomic 

molecules, for which the so-called “axial recoil approximation” [85] is valid, the molecule’s bond 

length and its orientation in space are imprinted in the kinetic energies and emission angles of the 

generated ions, respectively. A conceptually similar approach can be applied to larger and more 

complicated molecules that have an abundance of different forms of vibration motions [86], [87].  

 Methods for inducing multiple ionization processes include collisions of accelerated 

molecular ions with several MeV energy with a thin foil [88], collisions with highly-charged ion 

beams [89] or using the intense electric field of a femtosecond laser (or XFEL) pulse to ionize the 

molecule [90–104]. The most important advantage of laser-based CEI is its compatibility with 

pump-probe experiments. Thus, time-resolved imaging of dynamical processes with CEI is 

achieved by combining a pump pulse initiating the reaction of interest with ultrafast and intense 

probe pulse that induces rapid ionization and Coulomb explosion of the molecule into its 

constituent fragments. The information on the instantaneous molecular structure is then obtained 

by detecting some or all of the ejected ionic fragments. The most elaborate version of this 

technique involves measuring the 3D momentum vectors of these ions in coincidence, revealing 

the correlated momenta of the reaction products. In general, even such coincident CEI data do not 

allow one to resolve the so-called “inverse problem”, i.e., to uniquely retrieve the molecular 

geometry from the experimental results, although some progress towards this ambitious goal has 

been reported recently [105]. However, these data provide an extensive set of stringent constraints 

for possible molecular configurations at each pump-probe delay, which–in many cases–is 
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sufficient to adequately characterize a time-dependent dynamical process and to distinguish 

between different reaction pathways [106]–[108]. 

 Although CEI has been mainly used for small molecules so far, it can also be extended 

towards larger polyatomic systems. It was recently demonstrated [109] that CEI can visualize the 

position of each atom in a ring molecule with 10-12 atoms if a high level of ionization and complete 

fragmentation of the molecule can be achieved. There, it was shown that it is enough to detect only 

three or four ionic fragments in coincidence under such conditions, which is critical since a larger 

number of coincident fragments significantly increases the required acquisition times of the 

measurement since the ion detection efficiency is typically well below unity. For lower levels of 

ionization, the interpretation of the CEI data for polyatomic molecules can be less straightforward 

since molecular PECs for lower charge states can be non-Coulombic, and since the fragmentation 

processes become more complicated due to channels involving stepwise fragmentation [110]–

[112]. 

Because of its inferior spatial resolution, CEI cannot compete with electron or x-ray 

diffraction as a static structure determination technique. However, for time-resolved experiments, 

where the spatial resolution of diffraction-based techniques is often limited by the properties of 

the short electron or x-ray pulses which significantly reduce the signal-to-noise ratio compared to 

the static measurements, the situation is often different. Moreover, there are a few decisive 

advantages of the CEI approach. First, its sensitivity for light and heavy elements remains the 

same. Second, CEI in its coincidence mode is by definition a “molecular frame” technique, where 

the spatial orientation of each molecule is, within the limits of the axial recoil approximation, 

retrieved from the experimental data. This allows one to avoid averaging over different spatial 

orientations of the molecules, which is crucial for many photo-induced processes, without using 

laser-alignment techniques. Finally, due to the availability of the complete final-state momentum 

correlation pattern of the fragments for each individual molecule, CEI is very efficient in 

separating contributions from different molecular configurations. This is crucial for situations 

where initial photoexcitation triggers several reaction pathways and enables detailed investigations 

of minor reaction channels that are difficult to access with other time-resolved techniques.  

 Prominent recent examples of using CEI to study time-resolved dynamics include tracking 

photodissociation [94], [100]–[103], and photoisomerization [29], [104], [108], [113], [114] 

dynamics or imaging of rotational [115] and vibrational [116], [117] molecular wave packets. A 
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basic concept of the laser pump-probe experiment employing CEI as a probe is illustrated in Fig. 

1.1. The pump pulse initiates the process of interest, such as photodissociation, launching a bound 

or dissociating wave packet in the excited state, as shown schematically in Fig. 1.1 (a). While the 

wave packet propagates and evolves on the potential energy curve, the probe pulse arrives at a 

certain delay with respect to the pump pulse, interacts with the excited system, and projects the 

wave packet on excited multiply charged state, producing a set of delay-dependent observables 

that can be calculated from the measured 3D momentum vectors of the detected ions. Since the 

wave packet generated by the pump pulse is located in different spatial regions at different times, 

the signal generally depends on the delay time. 

 

Figure 1.1.  Schematics of a time-resolved CEI experiment. (a) The pump pulse launches a wave 

packet on an excited state; the delayed probe pulse ionizes the molecule. (b) A sketch of the 

corresponding experimental setup. The colinear pulses are focused into the reaction chamber, 

where the laser pulses intersect a molecular beam, and the resulting ions hit the detector. The 

momenta of generated ions are measured as a function of pump-probe delay, τ.  
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Figure 1.2.  The photoabsorption spectrum of CH3I. It includes a broad featureless absorption 

continuum between 4 to 6 eV known as A-band and followed by excitation into Rydberg states at 

higher energies showing vibrational structure known as B, C and D bands at different peak 

energies. The position of the ionization potential (IP) at 9.5 eV has been indicated by a dashed 

vertical arrow. The figure is adapted from Ref. [118]. 

 

 The work presented in this thesis primarily focuses on applying the time-resolved CEI 

technique to study UV-induced photodissociation dynamics of halomethanes in the gas phase. 

Halomethanes are often considered as prototypical systems for molecular photodissociation in the 

UV domain. Due to the complicated excited-state structure driving the photochemistry of these 

molecules, they exhibit rich dynamics while being small enough to still allow for a detailed 

theoretical treatment. The specific goal of this work is to disentangle the photo-induced reaction 

channels, including direct and indirect dissociation pathways, and to visualize the motion of the 

individual molecular fragments in each of these channels. The photofragmentation reactions 

considered here include two- and three-body dissociation, transient isomerization, and molecular 

halogen formation. The experiments are carried out at two different excitation wavelengths, 263 
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nm and 198 nm, enabling varying the dominant reaction pathways to investigate the wavelength 

dependence of photochemical dynamics triggered by single-photon absorption in the ultraviolet 

range. 

The ultraviolet absorption spectrum of molecules belonging to the halomethane family lies 

between approximately 170 and 350 nm [118]. For example, Fig. 1.2 shows the absorption 

spectrum of CH3I, which exhibits multiple distinct absorption bands assigned to different 

transitions from the ground to the excited states through promotion into different molecular 

orbitals. The assignments are based on high-level ab initio calculations [119]–[121]. These 

transitions predominantly reflect the single excitation from the HOMO orbitals corresponding to 

the lone pairs on the halogen atoms into the carbon-halogen molecular orbitals. Therefore, 

excitation at different UV wavelengths generally results in different molecular dynamics. We 

employ multiple ionization by intense 790 nm NIR pulses and the CEI technique as a probe for all 

processes studied here. The experiments were performed using a 10 kHz Ti: sapphire laser system, 

known as PULSAR, at the James R. Macdonald Laboratory (JRML) at Kansas State University 

and its 3rd and 4th harmonics.  

The dissertation is organized as follows:  

 Chapter 2 begins with an introduction and the conceptual prerequisite to understanding the 

basic principles of the UV-induced excited states molecular dynamics in halomethanes. This 

chapter includes a brief literature review and specific discussion on CH3I and the two 

dihalomethanes, CH2BrI and CH2ClI. Chapter 3 presents an overview of the experimental tools 

used in these experiments, including a short description of the laser system used to generate 

femtosecond NIR pulses and the nonlinear processes involved in generating the third and fourth 

harmonics of the fundamental NIR pulse. The details of the home-built prism compressor and the 

characterization of the pulses are also described in this chapter. The experimental results and 

discussions are presented in the following four chapters.  

 Chapter 4 describes experiments on time-resolved photodissociation dynamics of 

iodomethane (CH3I) in its A-band, focusing on the characterization of direct dissociation dynamics 

by Coulomb explosion imaging (CEI) and on disentangling the competing reaction pathways 

involving single- and multi-photon excitations. We investigated the dynamics triggered by a 

single-photon absorption and two-photon excitation to Rydberg states and three-photon 

dissociative ionization.  
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 Chapter 5 describes time-resolved studies of bromoiodomethane (CH2BrI) and 

chloroiodomethane (CH2ICl) photofragmentation at 263 and 198 nm, aiming to identify and 

disentangle individual photodissociation pathways and track them in time and the effects of 

halogen-atom substitution on the molecular dynamics. We identified two-body dissociation 

pathways with different branching ratios of the carbon-halogen bond and molecular halogen 

formation at these two wavelengths. Our experimental results suggest that upon 263 nm 

photoexcitation, some of the photodissociation trajectories involve a formation of a transient 

linearized configuration of the molecule that quickly forms and decays within less than 200 fs after 

the initial photoabsorption. In addition, we disentangled and identified three-body dissociation 

pathways resulting from two-photon absorption. 

 Chapter 6 focuses on one of the specific channels discussed in Chapter 5, the two-body 

dissociation triggered by the 263 nm pump. Here, we directly map the rotational motion of the 

radical co-fragments in UV-excited dihalomethanes during the dissociation process, which is a 

direct consequence of the energy storage in the internal degrees of freedom. The rotational motion 

shows up as oscillatory structures in the delay-dependent observables, e.g., kinetic energies and 

the relative momentum angles of the detected ions. Chapter 7 presents preliminary results on pre-

dissociation dynamics of CH3I at 198 nm excitation. This dissociation is known to occur via the 

surface crossing of the low-lying Rydberg excited states (dubbed the B-band) with some of the 

components of the dissociative A-band manifold. Although further data analysis and modeling are 

still required to fully interpret the observed experimental results in this section,  they clearly show 

the signatures of pre-dissociation dynamics, very different from direct dissociation discussed in 

previous chapters. In addition, the data exhibit a pronounced oscillatory structure, which exists 

only within the pre-dissociation lifetime. The exact origin of this structure remains unclear and 

will be a subject of further work. 

Finally, conclusions and outlook are presented in Chapter 8. 
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Chapter 2 - Introduction to the UV-driven photochemistry of 

halomethanes 

The interaction of electromagnetic radiation with matter is the subject of spectroscopy. As 

a result of the interaction of the oscillating electromagnetic field with the charged particles of 

matter, different light-induced processes such as absorption, emission, and ionization are observed. 

Depending on the radiation wavelength, these processes result in electronic, vibrational, and 

rotational transitions for molecules. Quantum mechanically, spectroscopy is treated as an induced 

perturbation by the light that couples the charged particles' quantum states. In other words, the 

interaction of the field with the charged particle causes a time-dependent perturbation resulting in 

a transition between the quantum states of the system.  

 The transition probability can be calculated by solving the time-dependent Schrödinger 

equation. For convenience, this interaction is often treated semi-classically, which describes the 

matter quantum mechanically, and the light is described classically. The transitions are governed 

by the so-called electric dipole approximation (ⅇⅈ𝑘⃗ ⋅𝑟 → 1) which simplifies the computation of the 

matrix elements based on the resulting selection rules [122]. First-order time-dependent 

perturbation theory can be used to calculate the probability of an electric dipole transition. When 

there is a resonance between the radiation and the quantum states and the selection rules are 

fulfilled, the transition probability is maximum. In numerous cases, this approach is good enough 

to predict the behavior of molecules in light-matter interactions, and the obtained results match 

those of a complete quantum mechanics approach.  

 The work presented in this thesis deals with a specific instance of the light-matter 

interaction: the photodissociation of halomethane molecules upon UV photon absorption. The 

ultimate purpose of this chapter is to outline the basics needed for understanding the dynamics of 

the UV-photodissociated halomethanes in the gas phase.  

 

 2.1 Photodissociation 

Conceptually, photodissociation is a process of molecular bond cleavage upon absorption 

of one or multiple photons and a transition to excited electronic states. This transition is possible 

if the energy obtained from the photon absorption provides enough energy to overcome the binding 

energy of the chemical bond. The required energy to cleave the bond is known as the dissociation 
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energy and denoted as D0 or De when accounted with reference to the lowest vibrational state or 

the equilibrium potential depth. Any photon with sufficient energy can, in principle, cause 

photodissociation, and electromagnetic radiation ranging from visible light to more energetic 

photons like UV light can dissociate the molecule. In general, photodissociation depends on 

molecular geometry and hence on the shape of molecular PES. The photodissociation typically 

happens along a particular internuclear axis; the reaction coordinate along which the bond is 

cleaved. Hence, even for polyatomic systems, molecular dissociation can sometimes be 

represented in terms of 1-D potential energy curves (PEC), for which the potential energy depends 

only on the internuclear distance between the two fragments and the other degrees of freedom are 

treated as being frozen. A brief overview of general molecular photodissociation mechanisms is 

presented in this section, primarily based on the material presented in [123]–[128]. 

 

Figure 2.1.  Photodissociation of a molecule AB along the internuclear distance. Photoexcitation 

of the molecule in its ground state results in a transition to a repulsive excited state AB* followed 

by an increase in the bond distance until the photodissociation finally occurs, leading to two neutral 

fragments A and B. The dissociation energy of the molecular bond is denoted as D0 or De relative 

to the ground vibrational state and the potential depth at the equilibrium distance. 

 

 Fig. 2.1 shows exemplary PECs for the molecule AB. When the molecule in its ground 

state absorbs one or more photons with photon energy hν and undergoes a transition to an excited 

state (AB*), which is repulsive for the internuclear distance and related to an antibonding 
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molecular orbital, this results in the two-body dissociation of the molecule into the neutral 

fragments A and B: 

𝐴𝐵 +  𝑛ℎ𝜈 → 𝐴𝐵∗ → 𝐴 + 𝐵    ( 𝑛 = 1, 2, 3, … ),  

where n is the number of photons of frequency ν. The photon(s) provide the energy to overcome 

the dissociation barrier, and the excess energy (Eexcess) partitions into translational (Etrns) and 

internal (Eint) energy, which can be shared between electronic, vibrational and rotational degrees 

of freedom. According to energy conservation, we have 

nhν = D0 + Eexcess, 

                = D0 + Eint + Etrans, 

2.1 

where D0 is the dissociation energy. 

 Studies of photodissociation dynamics provide valuable information on the bond cleavage 

processes, including the lifetime of the dissociation and the energy redistribution among different 

degrees of freedom. On the other hand, depending on the specific goal of the investigation, to 

appropriately characterize the process, one might rely on some pre-acquired knowledge such as 

the dissociation energy, symmetry of the states involved, absorption cross-section for different 

excited states, the quantum yield of each dissociation channel, etc.  

 Assuming an internally cold molecular target and evaluating the dissociation in the 

coordinate system with the origin placed at the center of mass of the parent molecule, we can 

simplify this expression like the following:  

Eexcess = nhν - D0, 

Eexcess = Eint (A) + Eint (B) + Etrans (A) + Etrans (B), 

2.2 

where the translational energy of each photofragment with the mass m and the velocity V is defined 

as: 

𝐸𝑡𝑟𝑎𝑛𝑠 =
1

2
𝑚𝑉2. 2.3 

The conservation of the energy and momentum for the fragments flying back-to-back along the 

dissociation bond axis is given as:  

1

2
𝑚𝐴𝑉𝐴

2 +
1

2
𝑚𝐵𝑉𝐵

2 = 𝐾𝐸𝑅, 2.4 

𝑚𝑉𝐴 + 𝑚𝑉𝐵 = 0, 
2.5 
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where KER stands for kinetic energy release. This gives the translational kinetic energy of each 

fragment: 

𝐾𝐸𝐴 =
𝑚𝐵

𝑚𝐴 + 𝑚𝐵
𝐾𝐸𝑅, 2.6 

𝐾𝐸𝐵 =
𝑚𝐴

𝑚𝐴 + 𝑚𝐵
𝐾𝐸𝑅. 2.7 

 In addition, if the molecule dissociates through multiple dissociation channels, the quantum 

yield of each channel is defined as the relative ratio of the yield of that channel to the total yield 

of the photodissociation process. For two excited states with yields a and b:  

𝛷 =
[𝑎]

[𝑎] + [𝑏]
 , 

𝛷∗ =
[𝑏]

[𝑎] + [𝑏]
 , 

2.8 

where Φ and Φ* are the quantum yields of the two photoproducts.  

Another observable which gives us precious information about the photodissociation 

dynamics is the angular distribution of the photoproducts. In the case of linearly polarized light, 

the transition preferentially happens when the transition dipole moment 𝜇  is parallel to the 

polarization direction. As mentioned earlier in this chapter, the transition probability depends on 

the selection rules and the symmetry of the states. When the dipole moment is parallel to the 

molecular axis, the transition is called parallel. On the other hand, when the transition dipole 

moment is perpendicular to the molecular axis, the transition is perpendicular. In the case of a 

prompt photodissociation (more specifically, within the limits of the axial recoil approximation), 

the angular distribution of the fragments resulting from either parallel or perpendicular transitions 

would be anisotropic. 

 For a one-photon dissociation, the angular distribution I(θ) is given by [129] 

𝐼(𝜃) =
𝜎

4𝜋
(1 + 𝛽2𝑃2(𝑐𝑜𝑠(𝜃)), 2.9 

where θ is the angle between the polarization direction and the molecular axis (technically 

equivalent to the photoproducts velocity direction), σ is the total absorption cross-section, β is the 

anisotropy parameter, P2 (cos(θ)) is the second-order Legendre polynomial, and 4π is accounting 

for the normalization factor for a full solid angle. When the molecule breaks into two pieces, the 

anisotropy parameter for pure parallel and perpendicular transitions is equal to β2 = 2 and β2 = -1, 

respectively. This parameter can generally lie between these two limits and can be written as a 
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linear combination that determines the percentage of the parallel or perpendicular character of the 

transition. For an isotropic distribution, β2=0. Thus, the angular distribution reflects the electronic 

transition and the symmetries of the excited states.  

The situation could be different for the dissociation mechanisms with a long time scale. 

For instance, when the dissociation occurs on a time scale that is of the same order as the rotational 

period of the molecule, the alignment with respect to the molecular axis would be lost during the 

time, resulting in a more isotropic angular distribution, and the rotation plays a key role.  

 

 2.1.1 Transition probability and Franck-Condon principle 

The interaction of atoms and molecules with electromagnetic waves induces an oscillating 

electric and magnetic moment. For an electron transition between two involved states in 

photodissociation, the frequency of the induced moment must be the same as the energy difference 

between the states; in other words, the photons must be resonantly absorbed. The amplitude of this 

moment is called transition moment and is defined as the transition probability from one state with 

an eigenstate 𝜓1to the other state with 𝜓2. 

𝑀21 = ∫ 𝜓2 𝜇 𝜓1 ⅆ𝜏, 2.10 

where μ is the transition dipole moment operator. Based on the BO approximation, the electronic 

wavefunction can be separated into electronic 𝜓𝑒(𝑅), vibrational 𝜓𝜈(𝑅) and rotational 

𝜓𝑟(𝑅) parts:  

𝜓(𝑟, 𝑅) = 𝜓𝑒(𝑟, 𝑅𝑒) 𝜓𝑣 (𝑅) 𝜓𝑟(𝑅). 
2.11 

In this approximation, the electronic wavefunction is approximated at the equilibrium 

distance, and since the electrons are significantly lighter than the nuclei, the rotational and 

vibrational wavefunctions are defined by the nuclear geometry. Neglecting the rotational 

wavefunction and exploiting the fact that the electronic wavefunctions are orthogonal, the 

transition dipole moment can be simplified as [130] 

∫ 𝜓𝑒 
′(𝑟, 𝑅𝑒) 𝜇𝑒 𝜓𝑒 

′′(𝑟, 𝑅𝑒) ⅆ𝑟∫ 𝜓𝑣 
′(𝑅)  𝜓𝑣 

′′(𝑅) ⅆ𝑅, 2.12 

where the prime and double prime represent the upper and lower states, respectively. The first 

integral is the basis of the selection rules for electronic transitions. The second one defines the 

vibrational selection rules and is the basis of the Franck-Condon principle. As the electronic 

transitions happen fast compared to the nuclear motion, the vibrational transition happens when 
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the vibrational states of both electronic levels have a significant overlap. It explains why specific 

vibrational peaks in a spectrum are strong while others are weak or even not observed in absorption 

spectroscopy. Under this condition, the transition can be considered instantaneous and represented 

by a vertical line in the potential energy diagram. 

 

 2.1.2 Types of photodissociation reactions 

 The photodissociation could be either direct or indirect, depending on the shape of the 

excited-state PECs. In the case of a direct dissociation, the dissociation occurs through a repulsive 

excited state in the absence of barriers and crossings with other surfaces. Consequently, the 

lifetime of the repulsive excited state is very short and often less than one vibrational period. This 

process, represented with a set of PECs for the molecule AB, is schematically shown in Fig. 2.2 

(a). Direct dissociation can also happen through an excited state with a bound character; if the 

obtained energy exceeds the dissociation limit, it dissociates into the neutral photoproducts. This 

scheme is shown in Fig. 2.2 (b). 

 

Figure 2.2.  Schematic representation of photodissociation of a molecule AB along the 

internuclear distance into dissociation products A+ B. The ground-state molecules absorb a photon 

into various shapes of the excited states. (a) Transition to a repulsive state (AB*), where it 

dissociates by propagating on that state. (b) Transition to a bound state with the dissociation limit 

lower than the excess energy, which results in a direct dissociation. 
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 The other type of photodissociation process is indirect dissociation, or pre-dissociation, 

classified into three categories presented in Fig. 2.3 and discussed in the following. Upon 

photoabsorption and transition to an excited state, the molecule faces potential barriers or other 

types of dynamic impediments that must be overcome to let the molecule dissociate. Hence, the 

dissociation is delayed, taking place over many vibrational periods, and the molecule undergoes 

transition states and finally enters the exit channel and dissociates. Therefore, the molecular bond 

is not promptly cleaved, and the lifetime of the excited state often increases to the order of a few 

ps or more. 

 Electronic pre-dissociation: In this dissociation, the initially excited state is not 

dissociative at the given energy, and the molecule must undergo a non-adiabatic transition into a 

second dissociative excited state coupled to the first excited state. This coupling involves nuclear 

and electronic motion, often leading to the Born–Oppenheimer (BO) approximation breakdown. 

There are two primary types of electronic pre-dissociation. In the first one, as shown in Fig. 2.3 

(a), the transition between the electronic states happens due to the strong coupling either in the 

form of vibronic (vibrational-electronic) or purely electronic nature, as in the case of the conical 

intersections [126]. Second, when there is no actual crossing between two different electronic 

states, the transition is driven by the very high density of vibrational states on a second electronic 

state through non-radiative transitions, as shown in Fig 2.3 (b). This mechanism is called internal 

conversion for spin-allowed processes and intersystem crossing for spin-forbidden processes.  

 Vibrational pre-dissociation: In this type of photodissociation, photodissociation occurs 

through excitation to a quasi-bound state. The molecule is transferred to the PES with a particular 

vibrational state that is non-dissociative or has a barrier that hinders the dissociation channel. 

Therefore, to dissociate, the excited molecule must undergo a non-adiabatic transition to a lower 

vibrational state, transferring energy from a vibrational degree of freedom to the dissociative mode. 

In other words, it is accompanied by intramolecular redistributions of vibrational energy between 

different nuclear degrees of freedom. This energy exchange process is called intramolecular 

redistribution of vibrational energy (IVR). Its time scale ranges from a few to thousands of 

vibrational oscillation periods. This dissociation scheme is illustrated in Fig. 2.3(c). 

 Rotational pre-dissociation: In this case known as Herzberg type-III, the excited 

molecule is transferred to a non-dissociative PES with a particular rotational state. Therefore, 

similar to vibrational pre-dissociation, if it is to dissociate, it must undergo a non-adiabatic 
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transition to a lower rotational state, transferring energy from rotational degrees of freedom to the 

dissociative mode or tunnel through the barrier as shown in Fig. 2.3 (d)  

 

Figure 2.3.  Schematic representation of indirect photodissociation processes of a molecule AB 

along the internuclear distance into dissociation products A+ B. (a) Electronic pre-dissociation 

through excitation into a bound excited state and the photodissociation occurs through coupling to 

a dissociative excited state. (b) Electronic pre-dissociation through internal conversion from an 

excited bound state; the molecule dissociates on the ground electronic state to which it transitions 

by a non-radiative transition. (c) Vibrational and (d) rotational pre-dissociation due to absorption 

into a quasi-bound state with a barrier. Figure adapted from Ref. [124]. 

 

 Different photodissociation mechanisms can co-exist depending on the characteristics of 

the various excited electronic states of the molecule and the excitation energy. In this situation, the 

resultant dynamics are determined by a combination of several competing dissociation processes. 
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 2.1.3 Conical intersections 

 As discussed above, molecular photodissociation does not necessarily occur exclusively 

along the initially excited state. It is often driven by the presence of non-adiabatic crossing, e.g., 

the conical intersection between potential energy surfaces that allows population transfer from one 

state to the other. Conical intersections play a critical role in the excited-state dynamics of 

polyatomic molecules, particularly at ultrashort timescales [22], [131]. They significantly 

influence and often define the reaction pathways of many non-adiabatic processes. The resulting 

dynamics generally cannot be described within the BO approximation framework. The electronic 

and nuclear wave functions are separable due to the distinct time scale of the electronic and nuclear 

motions.  

 

 Figure 2.4.  Illustration of a conical intersection between two potential energy surfaces 

opening up non-adiabatic processes in the excited state dynamics. Figure adapted from Ref. [132]. 

 

 In the vicinity of conical intersections, adiabatic potential surfaces come close in energy. 

At the crossing points, the nuclear motion induces coupling between two adjacent adiabatic 

surfaces through non-adiabatic transitions, and the degeneracy is canceled out along at least two 

internal degrees of freedom resulting in radiationless transitions between electronic states. The 

crossing allows the wavefunction to funnel through the conical intersection back to the highly 
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excited ground state's vibrational levels, from which it dissociates. The energy representation of 

the conical intersection between two potential states is shown in Fig. 2.4, illustrating a double 

funnel [132]. 

 

 2.2 Photoionization  

Besides molecular photodissociation, other light-induced reactions relevant to this work 

include photoionization and dissociative ionization. Their presence is mainly defined by the 

wavelength and the intensity of the employed light. In case of photoionization, upon absorption of 

one or multiple photons, if the total absorbed energy is above the ionization threshold, i.e., 

ionization potential (Ip), the molecule (AB) turns into a cation (AB+): 

𝐴𝐵 + 𝑛ℎ𝜈 → 𝐴𝐵+ + ⅇ− 
2-13 

 

Figure 2.5.  Schematic representation of potential energy curves of molecule AB and its cation 

(AB+). Various light-induced processes are displayed: photodissociation of the excited state 

(dotted arrow), photoionization to a bound ionic state (dashed arrow), and dissociative 

photoionization to a repulsive ionic state (open- dashed arrow).  

 

The multi-photon ionization process can be direct in which the molecular cation is formed 

directly in the ionic state with rapid electron ejection. It can also be indirect when the molecule is 

excited to one of the high-lying states above the ionization threshold with subsequent relaxation 
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to the ionic state and electron ejection, a process known as autoionization. Alternatively, multi-

photon ionization can proceed via intermediate resonant states, accessed either via single-photon 

resonance or via multi-photon resonance with Stark-shifted states [133].  

 

 2.2.1 Dissociative photoionization:  

In dissociative ionization, the ionization process is followed up by photodissociation. 

Conceptually, this process can be grasped as a combination of photodissociation and 

photoionization. In this process, the ionized molecule is promoted to the repulsive cationic excited 

states, where it dissociates and produces ionic fragments, neutral fragments, and an ejected 

photoelectron. 

𝐴𝐵 + 𝑛ћ𝜔 → 𝐴𝐵+ → 𝐴+ + 𝐵 + ⅇ− 
2.14 

 The dissociative ionization can also happen directly through ionization to the repulsive 

excited states. We will discuss these various processes within the multi-photon process in UV-

excitation of the iodomethane (CH3I) in chapter 4. To track these processes, one of the observables 

could be the energy and angular distribution of the photoproducts, which can be directly measured 

for ionic fragments. Depending on a particular light-induced process, the kinetic energy 

distribution could be pathway-specific. Fig. 2.5. illustrates several different processes and the 

involved potential energy curves of the ground and ionic states for exemplary molecule AB.  

 

 2.3 Introduction to the photochemistry of halomethanes 

 2.3.1 Photodissociation dynamics of a halomethane; iodomethane (CH3I) 

 The photochemistry of halomethanes has attracted a great deal of attention due to their 

considerable impact on atmospheric and environmental science and, most prominently, their role 

in ozone layer depletion [134], [135]. Additionally, the complicated excited-state structure 

involved in the photochemistry of these molecules causes additional academic interest and makes 

them popular targets for quantum control studies. In particular, photochemistry of various 

halomethanes such as CH3I, CH2I2, CHBr3, and more has been comprehensively investigated, with 

the goal of understanding plausible fragmentation patterns and the ensuing dynamics using 

different experimental and theoretical techniques.  
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Among numerous halomethanes, iodomethane (CH3I) is one of the most studied molecules 

in photochemistry [103],[118],[119],[134]–[158] and has received massive attention in the last few 

years two decades because of its well-studied electronic and vibrational energy states. CH3I is 

often considered a prototype molecule for studying photofragmentation and photodissociation 

dynamics of polyatomic molecules. In addition, C3ν point group symmetry provides a great deal 

of information about its quantum states and simplifies the interpretation of the electronic, 

vibrational and rotational dynamics [158]. Depending on the character of the excited states, it 

shows distinctly different dissociation dynamics [140]. In particular, photodissociation via 

excitation in the first absorption band, referred to as the A-band, has been extensively studied by 

various researchers. In addition to the A-band, dissociation and vibrational structure of higher 

excited states (i.e., Rydberg states known as B- and C-bands) of CH3I molecule have been studied 

to understand the impact of vibronic interactions in the photodissociation of the molecule. [151].  

 

Figure 2.6.  Correlation diagram of CH3I n → σ* transitions in the A-band. The states with and 

without spin-orbit coupling are indicated along with the dissociation limits. The arrows indicate 

electric-dipole allowed transitions: 3Q1 arrow corresponding to a parallel transition, and 3Q0 and 

1Q1 arrows corresponding to perpendicular transitions. The figure is adapted from Ref. [140]. 

 

 2.3.1.1. Dynamics upon A-band photoexcitation 

 Spectroscopically, the A-band is a structureless absorption band in the ultraviolet region 

between 220 and 350 nm with a maximum of around 260 nm, as shown in Fig. 1.2. It results from 
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an n (I) → σ* (C-I) transition, where a non-bonding p electron of iodine is promoted to the lowest-

energy antibonding molecular orbital [158]. This band includes transitions to five electronically 

excited states denoted as E, E, A1, A2, and E within the symmetry group, resulting from SO 

couplings induced by the unpaired electron remaining on the heavy iodine atom [119], [120], 

[145]. In Mulliken notation [160], these states are labeled as 3Q2, 
3Q1, 

3Q0+, 3Q0−, and 1Q1. 

Transitions from the ground state to 3Q1, 
3Q0+, and 1Q1 states are dipole allowed and optically 

accessible. The electronic configurations are depicted in Fig. 2.6 [140] in the absence and presence 

of the SO interactions, and the allowed transitions are shown as the vertical arrows. 

 Potential energy curves along the C-I bond distance and the decomposed absorption cross-

section for these three excited electronic states are shown in Fig. 2.7 [120], [161]–[164]. It is worth 

mentioning that there is some uncertainty in the relative contribution of these states to the total 

cross-section. The experimental measurement of the angular distributions of the dissociation 

products by Eppink and Parker [146] showed that the A-band dissociation is dominated by a 

parallel transition to the 3Q0 state. The Franck-Condon region for the population of the excited 

states is spread between the C-I separation of 2 - 2.25 Å. This internuclear distance is the range 

accessible for the wave packet in the ground vibrational state, i.e., ν=0. The transitions to 1Q1 and 

3Q1 states within the A-band absorption cross-section are perpendicular and weaker. These states 

contribute less than a few percent to this spectrum [120], [146]. For the parallel transition to 3Q0, 

the transition dipole points along with the C–I bond. Therefore, molecules with a bond axis parallel 

to the direction of the electric field of the linearly polarized light are mainly excited and dissociated 

along the laser polarization direction. These excited states are all dissociative along the C–I bond, 

which results in a rapid dissociation into separate iodine and methyl fragments. Thus, the A-band 

dissociation is dominated by a parallel transition to the 3Q0 state through a resonant one-photon 

excitation, resulting in the C-I bond cleavage and neutrally dissociating the molecule into CH3 

radical and ground state or SO excited iodine atom I (2P1/2) (henceforth denoted I*). 

CH3I + hν → CH3I* → CH3(ν) + I (2P1/2) 2.15 

 Light-induced molecular excited-state dynamics are often governed by the interplay 

between different electronic excited states connected by non-adiabatic crossings, which result in 

population transfer and lead to other asymptotic reaction products. In CH3I, while the molecule 

dissociates, a portion of the excited state population is transferred to the 1Q1 state due to a non-

adiabatic crossing between 3Q0 and 1Q1. There is a conical intersection at 2.37 Å where the 
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population leaks to the other dissociation pathway. This dissociation pathway correlates with the 

CH3 radical in its ground state and the iodine atom I (2P3/2) (henceforth denoted I). 

CH3I + hν → CH3I* → CH3(ν) + I (2P3/2) 2.16 

Hence, upon excitation to the A-band, the molecule promptly dissociates via these two resonant 

excited electronic states. The branching ratio between I* and I depends on the exact excitation 

wavelength and has been reported to lie between 0.70−0.81 for 266 and 248 nm [140]. 

 

Figure 2.7.  A-band absorption cross-section and the related potential energy curves. (a) Total 

absorption spectrum of CH3I and spectral decomposition corresponding to the 3Q0, 
1Q1 and 3Q1 

excited states. (b) Potential energy curves in the A-band dissociation. Excitation is primarily to the 

3Q0 state, which is dissociative and correlates to methyl and I(2P1/2) radicals. Methyl radicals paired 

with a ground state I(2P3/2) are produced following a non-adiabatic curve crossing to the 1Q1 state. 

Adapted from Ref. [146]. 

 

 The dynamics following excitation to the A-band depend on the excited state. Several 

experimental measurements and theoretical calculations investigated the wavelength-dependent 

excitation fraction into different Q-states. Gadenken et al. [165] performed some magnetic circular 

dichroism measurements to determine these excitation fractions and evidenced significant 

contributions from the 1Q1 state on the order of 14% of the total absorption cross-section at 255 

nm. On the other hand, their measurements at 269 nm showed that the wave packet will 

predominantly be excited into the 3Q0 state, and there is little or no excitation into the 1Q1 and 3Q1 

states. Although Eppink and Parker [146] obtained these fractions from the angular distribution of 
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the products observed a similar trend at these wavelengths, but the fractions are drastically 

different on the order of a few percentages. The calculations by Alekseyev et al. [120] and Bañares 

et al. [161], [162] suggested a combined fraction of excitation of about 20% into these states at 

these wavelengths with a significant increase excitation into 3Q1 at longer wavelengths. 

 Recently, to investigate these dependences, Minns and coworkers [141]–[143] observed 

quite different dynamics at blue and red edges of the A-band (255 and 269 nm, respectively), with 

notable differences in the measured lifetime and structural dynamics. They rationalized the 

observed differences in the context of changes in excitation cross-sections of the accessible excited 

states and the ensuing dynamics on the individual state. Their measurements in the first level were 

in line with the other studies and showed fast rapid dynamics for the longer wavelength, which is 

dominated by the dynamics along with the 3Q0 state. Second, they observed more complicated 

dynamics with significantly increased lifetimes along the 1Q1 state at the shorter wavelength 

besides the well-known dynamics along the 3Q0 state.   

On another note, Bañares and coworkers [162] used a pump-probe experiment to investigate 

the reverse non-adiabatic crossing (1Q1 → 3Q0 ) in the blue edge of the A-band (217-230 nm). They 

observed dominant excitation to the 1Q1 state at the bluest excitation wavelength. They observed 

that the quasi-parallel angular distributions of both channels at 230 nm become highly 

perpendicular at 217 nm. These observations are explained in terms of an increasing contribution 

of the 1Q1 state, through direct adiabatic dissociation in the CH3 + I (2P3/2) channel and through 

“reverse” non-adiabatic curve-crossing 3Q0 ← 1Q1 for the CH3 + I* channel. 

In addition, Eppink and Parker investigated the energy partitioning between translational 

and internal degrees of freedom by tracking the dissociated iodine and methyl photofragments 

[146]. They found that the kinetic energy distributions of the dissociated fragments exhibit 

vibrational structure resulting from vibrationally hot photodissociated CH3I. Also, the Bañares 

group observed vibrational structure in the kinetic energy distribution of the methyl photofragment 

after photodissociation at longer wavelengths up to about 330 nm with less contribution from the 

vibrational ground state (ν=0) and higher initial vibrational excitation [161].  

 Besides the vibrational and angular distributions of the dissociation products, numerous 

time-resolved studies of the CH3I photodissociation have been performed by several groups. De 

Nalda et al. [166] determined the time-evolution of the excited-state wave packet in the 3Q0 and 

1Q1 states at 266 nm. This experiment is sketched in Fig. 2.8, which illustrates the spread of the 



25 

 

wave packets initially localized in the Franck-Condon region toward the longer internuclear 

distances after ~50 fs. Later, Corrales et al. [137] measured the appearance times of the I* and I 

products to be 84 and 94 fs, respectively. In a different study, the same group probed the 

dissociated dynamics with a strong field and with the help of quantum calculation, they showed 

the existence of a potential well in the PEC of the CH3I
2+ [136]. Later on, they tried to visualize 

the conical intersection directly employing the non-coincidence CEI technique and compared their 

experimental results to trajectory surface hopping calculations [138]. Although the results were 

promising, achieving this goal needed better temporal and energy resolutions. Eventually, Leone 

and coworkers [149] used attosecond XUV absorption spectroscopy to directly map the conical 

intersection dynamics and visualize the bifurcation of the wave packets. They used UV pump and 

XUV probe pulses to track I (4d) core-to-valence absorption transitions for the real-time mapping 

of CH3I dissociation through the 3Q0 → 1Q1 conical intersection in the A-band identified through 

signatures of multi-photon states in the experimental transients.   

 

Figure 2.8.  (a) Time-evolution of the nuclear wave packet on the PECs involved in the A-band 

dissociation. A nuclear wave packet is launched in the 3Q0 potential energy and propagates, 

yielding CH3 + I (2P1/2). A small portion of the initial wave packet leaks nonadiabatically to the 

1Q1 surface, which correlates with CH3 + I (2P3/2). Simulated wave packet distributions along the 

C-I bond distance at different times after excitation to the 3Q0 (b) and the 1Q1 states (c). The figures 

are adapted from [166]. 
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 2.3.1.2. Dynamics upon B- and C-bands photoexcitation 

 In addition to A-band excitation with one UV-photon absorption at 250-270 nm, CH3I can 

excite many higher-lying intermediate Rydberg states. A deeper UV or vacuum ultraviolet spectral 

(VUV) range enables this manifold of Rydberg states to be accessible, triggering ultrafast reaction 

dynamics and opening up more reaction pathways.  

 The pre-dissociation of CH3I occurs through excitation of the vibrational state of the lower-

lying bound Rydberg states (previously mentioned as B-band) to a repulsive excited state. The B-

band originates from promoting a non-bonding 5pπ electron of the iodine atom to the lowest energy 

Rydberg molecular orbital of s, p, and d [167]. This excitation generates the 3,1E states, and the 

remaining three iodine electrons experience strong SO coupling; therefore, the triplet state is 

strongly separated. In this case, this interaction is stronger than the exchange interaction, leading 

to the formation of the two doublets E(3Π2), E(3Π1) and A1(3Π0), E(1Π), instead of the conventional 

triplet-singlet states for the case of the weak SO coupling Excitations to these four states are split 

into two bands, B and C, where transitions to the two lower states (3R2 and 3R1) covering the 

spectral range from 190 to 205 nm corresponding to 6s (2E3/2) molecular orbital in 6.2 - 6.7 eV 

energy are conventionally considered the B-band excitation. The transitions to the upper two 

(3R0+,0- and 1R) make the higher-lying C-band in the range of 170–185 nm corresponding to the 6s 

(2E1/2) molecular orbital in 6.7 - 7.2 eV energy [168]. The ground state transition to the 3R1 state is 

dominated, with a weak transition to the 3R2 state at slightly lower energies. It is worth mentioning 

that the transitions are perpendicular due to the E character of the states in C3ν symmetry. The CH3I 

absorption in the B- and C-band is dominated by transitions to bound Rydberg states, followed by 

their prompt pre-dissociation into CH3 (
2A2") + I(2P1/2) and CH3 (

2A2") + I(2P3/2). These transitions 

characterize the excitation of lower-lying bound Rydberg states followed by pre-dissociation. 

Higher Rydberg states result from promotion to higher energy orbitals of 6p and 7s with energies 

in the range of 8 eV [154], [169], and higher-lying Rydberg states result from excitation to higher 

energy orbitals. Excitation to the manifold's higher-lying states, right below the ionization 

threshold, yields atomic iodine Rydberg states [152] and ground state methyl fragments, which 

could be ionized to ionic states. The importance of different reaction pathways involving 

intermediate Rydberg states has been investigated experimentally [152], [157], [170]–[177] and 

theoretically [121], [178]. 
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 The first theoretical calculations on the pre-dissociation dynamics of the lower Rydberg 

states were performed by Donaldson [179] based on a combination of theoretical and experimental 

data of dissociative surfaces and a series of hypotheses for the coupling of the surface. Their results 

suggested that the symmetry of at least two dissociative potentials of A1 and A2 play a prominent 

role in the pre-dissociation of the B-band states. Tadjeddine [180] and Alekseyev [121] performed 

ab initio calculations to compute the lowest valence and Rydberg states as a function of the 

internuclear distance of the C-I coordinate. The computed PECs are shown in Fig. 2.9, where the 

states belonging to the A, B and C-bands have been pinpointed. In this figure, the states have been 

calculated, including the SO interaction and the Λ − S notation is used (3Q, 3A1, etc.). In addition, 

for the lowest Rydberg states, the 1,3R notation is used, an extension of Mulliken's 1,3Q notations 

used for the A-band states. 

 

Figure 2.9.  A- and B-band potential energy curves of CH3I. (a) Potential energy curves calculated 

along the C−I coordinate for the low-lying states of CH3I. The states corresponding to A, B and 

C-bands are identified. (b) The excited states' potential energy curves of CH3I relevant to the B- 

and C-band and pre-dissociation by crossing between the bound state and the repulsive 3Q0 state. 

The lowest vibrational levels are shown for the bound 3R1 and 1R0 states. Adapted from Ref. [121].  

 

 The computed transition dipole moment (TDM) by Alekseyev shows that TDM for 

perpendicular transition to the 3R1 and 1R1 states is relatively strong. The main contributions to 

both transitions are coming from the allowed transition from the ground state to the 1R(1E). The 

parallel transition moment to the 3R0+ (A1) is significantly weaker than those for the perpendicular 
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transitions. This spin-forbidden transition becomes allowed due to the SO coupling with the 𝑋̃1A1 

and 21A1 singlet states. However, at larger internuclear distances, the TDM for this transition 

increases when the two states are getting close to each other. Also, there is a weak excitation to 

the 3R2 state, although it is forbidden. Syage [159] interpreted their experimental results so that the 

3A1 (A2) component of the repulsive 3Q0 state of the A-band has a significant role in the process of 

C–I bond cleavage after absorption of about 200-nm photon. In other words, in the excitation to 

the B-band, the coupling between the Rydberg state 3R1 and the dissociative states of the A-band 

3Q0 have a substantial effect on the pre-dissociation process. Consequently, significant differences 

are observed in the dissociation dynamics depending on the vibrionic level at which the molecule 

is initially excited. 

 One of the particular goals of the present thesis is to study the pre-dissociation dynamics 

of the lower bound states of the B-band. The repulsive E(3A1), and A2(
3A1) states cross the B-band 

states near their minimum, resulting in the main pre-dissociation channel. However, from 

symmetry considerations, it is clear that the main decay channel for the 3R2, 
3R1, 

1R states of E 

symmetry is the transition to the 3A1(E) state, and the SO coupling causes their pre-dissociation 

[121]. This decay channel results in the formation of the spin-excited I (2P1/2) atoms. Gitzinger 

[172] argued that if the ground state I (2P3/2) atoms could be obtained from the CH3I 

photodissociation in the B band, and according to the computed PECs, this could be possible only 

through repulsive 1Q (E) state at relatively high excitation energies ≥ 6.2 eV. It should be noted 

that these excitation energies correspond to lower internuclear distances (≤ 3.6 au), and hence we 

might be able to look for the ground state I (2P3/2) atoms as photodissociation products at the lower 

excitation wavelength of about 180 nm. Nevertheless, it could still be problematic experimentally 

due to the strong absorption to the 1R (E) state, with the 𝑂0
0 band. In addition, it is known from the 

experiment [175] that all the vibrationally excited states have different lifetimes than that of the 

vibrationless level. Wang et al. found that the pre-dissociation of the 3R1 (E) state is slower upon 

excitation of the ν3 C–I stretching mode [176]. This finding was later confirmed by measuring the 

pre-dissociation lifetime, which increases three times from 𝑂0
0 to 30

1. In the axial-recoil 

approximation, the C–I coordinate is the dissociation coordinate, so the excitation of the ν3 mode 

should enhance dissociation and reduce the lifetime.  

 Fig. 2.10 shows the absorption spectrum of CH3I in the B-band. Contrary to the broad 

structureless absorption spectrum of the A-band, this spectrum exhibits a clear vibrational structure 
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containing resonance lines with significant spectral broadening due to the finite lifetime associated 

with the pre-dissociation. In this nomenclature, in the assigned number 𝑋𝑍
𝑌, X indicates the 

vibrational mode of the molecule, the Z subscript indicates the number of vibrational quanta in the 

X mode that the molecule has in the ground state, and the Y superscript represents the number of 

vibrational quanta in the Rydberg state. For instance, 𝑂0
0 refers to the transition from the 

vibrationless ground electronic state to the Rydberg state in the vibrational ground state; 30
1 

represents the excitation of the molecule a vibrational quantum in the C-I stretching mode ν3 from 

the ground state with ν=0 to the Rydberg state, and this can be generalized to the other assignments. 

Two intense absorption bands correspond to the 𝑂0
0 (at 201.2 nm) and 20

1 (at 196.7 nm) transitions 

from the ground state to the 3R1 Rydberg state, with ground vibration level (ν0=0) and the level 

with a vibrational quantum in the umbrella mode (ν2=1). The corresponding signals from the 

transitions to other vibration levels of CH3I in the B-band are very weak; inevitably, one needs to 

multiply the spectrum to make the weakest absorption bands visible. Here, it is multiplied by a 

factor of 25. All bands correspond to the 3R1 state absorption, except for [1]61
0 which corresponds 

to the 3R2 state. In this transition, quantum states are mixed due to the different absorption present, 

and the probability of absorption at this level increases.   

 

Figure 2.10.  The absorption spectrum of CH3I in the B-band absorption region with assignments 

to vibrionic transitions. The figure is adapted from Ref. [174]. 
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 Time-dependent studies of the pre-dissociation of Rydberg states [175] were performed by 

measuring the time-evolution of the parent ion signal produced by photoionization of the Rydberg 

states. In these measurements, the vibrationless level of the first optically active Rydberg state was 

found to have a picosecond lifetime, while higher vibrational levels of this state were found to 

have significantly shorter lifetimes. Gitzinger et al. [172] measured the pre-dissociation lifetimes 

of several vibrionic levels using femtosecond Velocity Map Imaging (VMI) technique through 

resonant and non-resonant Multi-Photon Ionization (MPI). The decay of the parent ion was found 

to be 1.52 ± 0.10 ps in the origin of the B-band (𝑂0
0), while the vibrational states of 20

1 and 

30
1  lifetimes were found to be 0.85 ± 0.04 ps and 4.34 ± 0.13 corresponding to the excitation of the 

umbrella mode (ν2) and the C−I stretching mode (ν3), respectively. Thiré et al. [170], [171] 

employed similar techniques and got similar results. 

 One of the most controversial discussions concerning the B-band dissociation is the 

determination of the I* quantum yield. Following Alekseyev's [121] calculations, the pre-

dissociation through the coupling between Rydberg state 3R1 and the repulsive 3A1 state leads to 

dissociating into CH3 + I*. His calculations predict a quantum yield of unity. However, in practice, 

a small amount of I is detected [181] in its ground spin-orbit state correlated with ro-vibrationally 

excited CH3, assigned to a second curve crossing between 3R1 and the repulsive state 1Q1. The 

branching ratio for this channel was not precisely determined, and there have been significant 

discrepancies. Subsequently, Hancock et al. [182] reproduced an identical experiment and 

attributed the value of less than 1 to an experimental artifact. Later on, Gitzinger et al. [173] 

measured the quantum yield between 0 in the 𝑂0
0 to 0.87 in the 31

0 vibronic band, suggesting the 

presence of I(2P3/2) due to the competition between two decoupling paths, through the 3A1 state 

and throughout the 1Q1 state, due to the weak coupling between the 3R1 and the 3A1 state, even at 

lower excitation energies.  

 Forbes et al. [177] investigated the pre-dissociation dynamics of the 6s Rydberg state using 

time-resolved Coulomb explosion imaging. XUV pulses were used for site-specific probing by the 

inner-shell ionization at the I atomic site employing a VMI setup spectrometer coupled with the 

PImMS camera [183]. For the B-band excitation at 201.2 nm, similar results to Gitzinger [172] 

were obtained, revealing the discussed pre-dissociation mechanism. In addition, the quantum yield 

of I* was measured to be unity. The angular distributions of photofragments were extracted out of 

slice images, revealing the perpendicular nature of the transition to the Rydberg state at short 
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pump-probe delays and a subsequent loss of anisotropy due to rotation of the parent molecule 

before dissociation. 

 

 2.3.2 Photodissociation dynamics of dihalomethanes 

 In this section, the discussion of photodissociation dynamics of halomethanes is extended 

to dihalomethanaes to investigate the effect of the substituent halogen atom. In dihalomethanes, 

these dynamics are mainly characterized by the electronic nature of particular excited states 

involving the C-X (X = Br, Cl, I) bond cleavage, which influences the product channels by which 

the molecule dissociates. In general, and the energy distribution after photoabsorption and the 

reaction time scales depend on the size of the substituting halogen atom.  

 

Figure 2.11.  UV absorption spectra of CH2BrI (green), CH2ICl (red) and CH2I2 (purple) at 298 K 

in the gas phase from nearly 200 to 380 nm adapted from Ref. [184]. 

 

 Fig. 2.11 illustrates dihalomethanes' (CH2X I, X = Br, Cl, I) absorption spectra in the first 

and second absorption bands [184]. The spectrum for CH2BrI shows three noticeable peaks above 

190 nm, including a broad peak near 270 nm assigned to the promotion of a non-bonding electron 

on the iodine to an antibonding orbital on the C-I bond, a broadband peak around 215 nm assigned 

to the promotion of a non-bonding electron on the Br atom to an antibonding orbital corresponding 
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to the C-Br bond, and sharp features around 190 nm correlated to Rydberg transitions on the I 

atom. These transition features are similar to the shape of the equivalent transitions observed in 

CH3I. The difference is that the broad bands are significantly more intense, with a slight red-shifted 

peak at lower wavelengths. This shift is attributed to the fact that the carbon atom has a more 

positive charge than it does in a CH3I (monohalomethane), stabilizing the antibonding orbitals 

[146]. This stabilization occurs because the electron transitions to an antibonding orbital have a 

more significant charge-transfer character. This transfer reduces the positive charge associated 

with the upper state, lowering its energy and producing a red shift [185]. CH2ClI spectrum shows 

an unstructured continuum peak at approximately 266 nm, assigned to the n(I) → σ*(C–I) 

transition localized on the C-I bond similar to the CH2BrI molecule. The transition localized on 

the C-Cl bond peaks at 173 nm, corresponding to the B-band of CH2ClI. Another noteworthy point 

is that the more intense broad bands indicate a moderate coupling between the two chromophores. 

 

Figure 2.12.  Dihalomethanes potential energy curves. The potential energy curves of the CH2BrI 

(left) and CH2ICl (right) molecules as a function of the C−I distance, considering the relaxed planar 

geometry of the CH2X co-fragment. The regions of the avoided crossing are marked by the black 

circles, are enlarged in the insets. The figures are taken from Ref. [186]. 
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 Bromoiodomethane and choloroiodomethane have two different carbon-halogen bonds, 

and the predominant cleavage of one stronger bond under a specific light wavelength is an 

excellent example for investigating bond selectivity upon electronic excitation. Therefore, these 

molecules can be considered prototypes for photochemistry bond-selective electronic excitation. 

Butler et al. [187] showed that the excitation of CH2BrI at wavelengths close to the peak of the A-

band results predominantly in the C−I dissociation, with a lower contribution of the C−Br bond 

dissociation. In contrast, they observed that the scenario changes to a prevailing C-Br bond 

dissociation at 210 nm (known as A'-band), where the experimental results showed the C−Br 

bond's selective breaking and no C−I bond cleavage. Minor dissociation channels were observed 

at A'-band, leading to a concerted elimination of IBr and a three-body fragmentation CH2 + Br + I 

at this excitation wavelength. Photoabsorption at 193 nm corresponds to the excitation to the B-

band and IBr molecular halogen production by concerted elimination. The elimination channel is 

attributed to long-living molecular Rydberg states [187]. 

 These dihalomethanes are categorized as Cs symmetry molecules with less symmetry and 

more complex electronic structures than the C3ν symmetry CH3I. These electronic structures and 

the spin-orbit interactions due to heavy halogen atoms give rise to fascinating dynamical 

properties. In this regard, the 3Q0 state in C3ν symmetry transforms into the 4A' state in Cs 

symmetry, while the doubly degenerated 3Q1 and 1Q1 states split into the 3A' and 2A" and the 4A" 

and 5A' states, respectively. In Cs symmetry, A' electronic states are characterized by a transition 

dipole moment in the X-C-Y plane, while for A" states, it is perpendicular to that plane [185], 

[186]. The conical intersection in this symmetry is turned into an avoided crossing. Like the CH3I 

molecule, the 4A' excited state correlates to the I*(2P1/2) formation in a diabatic representation, 

while an avoided crossing between the 4A' and 5A' states may lead to I (2P1/2). The X−C−I plane 

(X=Cl or Br) is located in the X-Y plane and the Y-axis along the C−I bond. With the symmetry 

features, the 2A" and 4A" excited states are characterized by a TDM perpendicular to the X−C–I 

plane. In contrast, the 3A', 4A', 5A' excited states are attributed to TDMs in the plane at a certain 

angle with respect to the C−I bond, in contrast to CH3I, where electronic states are characterized 

by TDMs completely parallel or perpendicular to the C−I bond. 

 By increasing the mass of the halogen atom in the dihalomethanes, the contribution of the 

4A' excited state decreases with the increase in the transitions to the [4A", 5A'] states. As mentioned 

in the last section, in CH3I, the predominant absorption to the 3Q0 state is due to the coupling with 
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different singlet electronic states by the agency of the strong spin-orbit interaction. In the 

dihalomethanes discussed here, this coupling seems not as effective as in iodomethane and, 

consequently, leads to a lower excitation of the 4A' state. The heavier the second halogen, the lower 

excitation of the 4A' state. Fig. 2.12 [186] shows the computed adiabatic PECs of the two 

dihalomethanes as a function of the C−I bond distance. The I channel correlates with the excitation 

to the [2A", 3A'], 4A", and 4A', while the I* dissociation limit is correlated with the 5A' and 6A' 

excited states. The insets show an avoided crossing between the 4A' and 5A' states close to the 

Franck-Condon region. In the non-adiabatic representation, the excitation to the 4A' state leads 

directly to the I* channel, while the I formation via an avoided crossing competes with the direct 

dissociation through the 5A' or 4A" states. The electronic structure is similar irrespective of the 

halogen-atom substitution.  

 

 

Figure 2.13.  Snapshots of CH3I, CH2ICl and CH2BrI dissociation. The delay time τ and the C−I 

distance are indicated in each frame. At time zero, the C-I distance is at the equilibrium distance 

of the molecule. The figure is adapted from Ref. [186] 

 

 With respect to C-I bond dissociation, CH3I, to a large extent, behaves as a quasi-diatomic 

molecule. After photoabsorption in the A-band, it promptly dissociates, and the majority of the 

excess energy turns into translational energy of the products. In contrast, the initial steps of the 

bond cleavage process for both dihalomethanes are dominated by a significant induced rotational 
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motion of the radical co-fragments due to an "anchor" effect of the halogen atom (Cl or Br). Since 

the dissociation does not occur along the axis connecting the centers-of-mass of both fragments, 

the radical co-fragment experiences a significant torque, and the energy partitioning into its 

rotation is very efficient, reducing the I fragment's translational energy. Murillo-Sanchez et al. 

[186] also did on-the-fly adiabatic full-dimension classical trajectory calculations, including 

surface hopping. The snapshots corresponding to selected trajectories are shown for CH3I, CH2BrI 

and CH2lCI in Fig. 2.12. The A-band photodissociation dynamics appear to be consistent with a 

qualitative description within an impulsive semi-rigid radical model with the CH2Br radical 

changing to a more planar structure. A signature of the fragment rotation in the photodissociation 

of a dihalomethane (CH2I2) has already been observed in earlier ultrafast electron diffraction 

(UED) measurements [53]. They started with reasonably well-defined geometry and observed 

rotational motion once it was aligned to the polarization direction set parallel to the detector plane. 

 The experimental results of Butler et al. [187] showed other interesting dynamical 

properties. Their results suggest that the C-Br bond cleavage is a minor channel at the A-band 

dissociation. They did not see any sign of channels where H is making new bonds with I or Br. So 

the channels of CHI + HBr and CHBr + HI were absent. More importantly, the molecular halogen 

elimination channel (CH2 + BrI) was extremely weak. 

 Moreover, the CH2Br and CH2I products after the C-I or C-Br bond dissociation in the A-

band cannot have enough internal energy to dissociate spontaneously, such that its secondary 

dissociation can occur only via absorption of another photon. Overall, the energy threshold for the 

three-body breakup, direct or step-wise, was reported to be 5.66 eV [187], [188]. That means that 

for a three-body dissociation channel to happen, we need at least two-photon absorption to make 

this reaction possible at 263 nm. At shorter wavelengths, single-photon three-body dissociation 

becomes energetically accessible. Following the Butler et al. observations, depending on the 

photoexcitation wavelength, the weighting factor of each individual reaction channel could be 

different. The results show that while IBr elimination is negligible at the origin of the A-band, it 

becomes a minor channel 210 nm and going down in the wavelength to 193 nm, it turns out to be 

the dominant channel. Therefore, the photodissociation pathways of dihalomethanes were also 

found to be critically sensitive to the electronic nature of the initial excitation. The comparison of 

the photodissociation of dihalomethanes resulting in C-I and C-Br (or C-Cl) bond cleavage at 266 

and 215 nm, and upon Rydberg states excitation at 193 nm highlight bond selectivity of 
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photodissociation. It is worth mentioning that identifying all the primary dissociation channels of 

CH2BrI excited via absorption of a 193 nm photon is complicated because the photon energy is 

greater than the threshold energy of the three-body dissociation channel CH2 + B + I. 

At certain wavelengths, there is also the possibility of forming a linear isomer [189], [190], 

as shown in Fig. 2.14, followed by either ejection of one halogen or BrI formation. There has been 

a long debate on how the halogen-halogen bonds are formed. A theoretical claim states that this 

process partly appears through a short-lived intermediate state with a linear geometry at first, 

which could be followed by either ejection of one halogen or molecular halogen formation, which 

confirms that this reaction could happen. Depending on the timescales for isomerization and the 

relative stabilities of the isomers, it may be possible to observe these structures shortly in time-

resolved experiments. For CH2I2, the isomers may be stable for ~100-150 fs before dissociation 

[191]–[193]. 

 

Figure 2.14.  Schematic diagrams depicting the equilibrium geometries of (left) the ground state 

of iso-CH2Br-I and (right) the ground state of iso-CH2I-Br. Adapted from Ref. [189] 

 

Several bound excited states correlating with an upper limit at around 6.2 eV are observed 

at higher energy excitation corresponding to the A'-band. In particular, transitions from the ground 

state to the 8A", 9A', and 10A" states indeed correspond to this band. Fig. 2.15 shows the potential 

energy curves as a function of the C–Br internuclear distance. Considering that the A-band is 

associated with the C–I bond cleavage, and the A'-band corresponds to the C–Br bond cleavage, 

the production of Br and Br* atoms at 266 nm is explained if an avoided crossing is produced 

between the excited states corresponding to both bands [186] In a diabatic representation, direct 

dissociation of the 9A' excited state is expected to lead to the Br or Br* channels. 
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Figure 2.15.  Computed PECs for CH2BrI as a function of the C–Br distance. The inset shows the 

avoided crossing region. The figure is adapted from  Ref. [186]. 

 

 2.4 Principles of Coulomb explosion imaging (CEI) 

In the experimental work presented in this thesis, we used CEI to directly probe the dissociation 

dynamics of halomethanes using multiple ionization by intense NIR laser pulses. As briefly 

mentioned in Chapter 1, typical laser interaction with a molecule strips off the least-bound valence 

electrons to form a collection of ionic fragments and neutral partners. The resulting process of 

rapid fragmentation and mutual separation between the charged fragments occurs due to the strong 

Coulomb repulsion. The ionic fragments can contain geometric and, if measured as a function of 

pump-probe delay in a time-resolved experiment, also dynamic information about the original 

system. To obtain the molecule's structural and dynamical properties using CEI, the ionization and 

the ensuing fragmentation must be swift so that it does not undergo a significant structural change 

from its equilibrium position. Suppose the ionization process occurs on a much smaller time scale 

than nuclear motion. In this case, the momenta of the fragment ions can be used to extract 
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geometrical information of the molecule prior to the Coulomb explosion. It is worth mentioning 

that both pulses interact with the molecule in a pump-probe experiment but fundamentally in 

different ways. We use a relatively low-intensity pump pulse to avoid ionization. In contrast, the 

NIR probe pulse is much more intense to induce multi-photon ionization.  

The Coulombic repulsion between the ionized fragments overcomes the attractive force 

between them. For a diatomic molecule (or, more generally, for a two-body breakup), the Coulomb 

force depends on the mutual distance between the charges, and the Coulomb energy takes the form 

𝐸 (𝑟12) =
1

4𝜋𝜀𝑜

𝑞1𝑞2

𝑟12
. 2.17 

Here, q1 and q2 are the charges on the fragments and r12 is the separation between the fragments. 

For three charged fragments, the energy depends on the relative positions of the three fragments. 

Accordingly, the total Coulombic energy can be expressed as a function of three distances.  

𝐸 ( 𝑟12 , 𝑟23 , 𝑟13 ) =
1

4𝜋𝜀𝑜
[
𝑞1𝑞2

𝑟12
+

𝑞2𝑞3

𝑟23
+

𝑞1𝑞3

𝑟13
]. 2.18 

The measured KER is not unique to the initial geometry; hence, the energy cannot directly 

measure the structure. The momenta imparted on the atomic species provides information on the 

structure. In a coincident CEI experiment, the 3-D asymptotic momentum vectors 𝑝𝑘⃗⃗⃗⃗  for each ion 

are measured. Under the assumptions of instantaneous ionization and purely-Coulombic final-state 

PESs, the measured momenta and the Coulomb forces are related through the equations below, 

which connect the momentum measurements to the absolute geometries denoted by position 

vectors in the real space {𝑟𝑘⃗⃗ ⃗⃗  ⃗}. 

𝑝𝑘𝑙⃗⃗ ⃗⃗  ⃗ = ∑ ∫ 𝐹𝑘𝑙
⃗⃗ ⃗⃗  ⃗(𝑡) ⅆ𝑡

∞

0

𝑛_ⅈ𝑜𝑛𝑠

𝑘≠𝑙

 

2.19 

𝐹𝑘𝑙
⃗⃗ ⃗⃗  ⃗ =

1

4𝜋𝜀𝑜
(

𝑞𝑘𝑞𝑙

|𝑟 𝑘(𝑡) − 𝑟 𝑙(𝑡)|2
) 2.20 

It should be noted that the first equation is not invertible, and there could be degeneracies in such 

a way that two different sets of position vectors end up into the same momentum vectors. 

Consequently, for the CEI to explicitly measure the geometries, further information is required 

either with momentum simulations or geometry reconstruction.  

 The trajectories of the ion fragments could be modeled with a coupled set of nonlinear 

ordinary differential equations arising from their mutual Coulomb repulsion force. Newton's 
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equation of motion determines the motion of the ionic fragments, which gives the time-dependent 

position, velocity and acceleration vectors. 

 As mentioned above, to simulate a Coulomb explosion of the molecule, we use several 

simplifying assumptions that will allow us to make a simple picture of the fragmentation. First, we 

assume that the chemical bonds are broken instantaneously at t=0, and the motion of the ions is 

governed only by their mutual Coulomb repulsion. Therefore, the molecular bonds do not affect 

the ion trajectories, and that neutral fragments do not interact with any other fragment. Second, the 

constituents are considered localized point-charged particles charged at t= 0 without redistribution. 

Third, it is supposed that the molecule starts at equilibrium geometry, and the initial nuclear 

positions are determined from the ground-state geometry of the molecule. Altogether, with these 

assumptions, we neglect the rearrangement of the atoms under the influence of the intense 

electromagnetic field of the laser pulse and the inevitable momentum imparted on the atoms at the 

initial moment of this interaction. Under such assumptions, we can solve the classical equations 

of motion for each ion right after the explosion. Classical trajectory calculations are performed 

using well-defined routines such as the Runge-Kutta method, beginning with a set of known 

geometries. In this approach, the geometries are obtained by comparing the calculated and 

measured asymptotic momenta and evaluated to ascertain the uniqueness of the geometry. This 

approach minimizes the difference between calculated and measured momenta in geometry 

reconstruction.  

 

Figure 2.16.  Classical Coulomb explosion simulation of CH2BrI. The time evolution of the 

individual fragments KE and total KER distributions for a CH2BrI molecule that fragments into 

singly-charged CH2, Br, and I fragment starting from the equilibrium geometry of the neutral 

molecule. 
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 We used this numerical algorithm provided by MATLAB to calculate the momentum 

vectors and kinetic energies of all fragments for a pure Coulombic interaction between the charges 

for the static case, to map the reaction pathways in a sense to track what the probe pulse exclusively 

does on the molecule. Coulomb explosion stimulation (CES) gives us all kinematic information, 

including nuclear position and velocity of the fragments from which we can extract their momenta 

and kinetic energies. In addition, the correlation angles can also be calculated between fragment 

momenta from the momentum vectors of those simulated fragments. One further step deals with 

the time evolution of the molecular structures connecting intermediate geometries, which will be 

introduced later in this chapter and presented for the CH3I molecule in Chapter 4 and CH2BrI in 

Chapter 5. 

 For static stimulations, we begin with two specific geometries; the neutral molecule's 

equilibrium geometry and the linearized geometry of the isomer. For both cases, we assume that 

the charges are localized on atomic fragments or on the center of masses of the molecular 

fragments detected in coincidence measurements. Then we numerically solve the coupled classical 

equations of motion using standard Runge-Kutta integration, where the positions and velocities 

are used to calculate the momentum vectors of the ionic fragments. These momentum vectors are 

then used to calculate different observables in different representations in the following chapters. 

As an illustration, Fig. 2.16 shows the three-body Coulomb explosion of the CH2BrI molecule 

where the total kinetic energy release (KER) and the individual kinetic energies are obtained as a 

function of propagation time. Here, in this simulation, the ions are tracked in the propagation of 

2.5 ps. 

 The fundamental assumptions used in CEI work better for the ionization of the dissociated 

molecules, where the atoms are far apart, and for the ionization to the higher-charged states that 

are essentially purely Coulombic. Thus, they are not necessarily rational assumptions for the 

ionization of a bound molecule to the doubly or triply-charged final state, where the PESs often 

deviate from the purely Coulombic and sometimes even have bound character. On the other hand, 

CEI has further shortcomings if ionization to highly-charged states with intense laser pulses is 

employed because of potential nuclear motion during ionization. For example, the leading edge of 

the pulse can singly ionize the molecule while further ionization might occur later, and during this 

time, the molecular geometry might have been changed. Nevertheless, despite these shortcomings, 
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CEI has been efficiently used to image the dynamics of many important reactions presented, e.g., 

in [68], [194], [195]. 

The CEI discussion above assumes that a multiply ionized molecule rapidly breaks up into 

the final fragments. This is often called a concerted fragmentation mechanism. There is an 

alternative scenario known as sequential fragmentation for breakup channels involving three or 

more particles. This term normally refers to two or more successive and independent dissociation 

reactions.  

 For an exemplary triatomic molecule, ABC in the triply-charged final state, the two 

dissociation steps could be defined as: 

(1) (ABC)3+ → A+ + (BC)2+ or (ABC)3+ → (AB)2+ + C+ 

(2) (BC)2+ → B+ + C + or (AB)2+ → A+ + B+ 

 During the time between the cleavage of the two bonds, the intermediate metastable moiety 

(BC)2+ or (AB)2+ can rotate. This rotation represents a complete breakdown of the axial recoil 

approximation and, thus, is incompatible with the main concept of CEI since any information about 

the initial molecular structure is lost. At the same time, this rotation provides a signature allowing 

sequential fragmentation to be discerned from concerted fragmentation in the measured 

coincidence momentum patterns [110]. 

 Identification of the sequential from concerted three-body fragmentation processes has 

been an objective of many studies [89], [111]. The coincident three-dimensional momentum 

imaging of the resulting fragments is practical to discern sequential from concerted fragmentation 

and disentangling different reaction paths. Recently, a novel method for such channel separation 

based on the so-called “Native Frames” analysis has been developed [110], [111]. A specific 

example of such separation for the CH2BrI molecule will be discussed in Chapter 5. 

 For three-body CEI, there exist many possible representations of the coincident 

experimental data. In the following, we will present the results of the CES for some common 

representations, which will be used to present the results throughout this thesis. All of the 

simulations presented here assume the concerted breakup of the molecule. 

Unlike the two-body breakup, in which the internuclear distance and the absolute 

orientation of the molecular axis in the laboratory frame are the only determining factors defining 

the outcome of the CEI experiment, and the two fragments always fly back to back because of the 

momentum conservation, in three-body fragmentation processes, the angle between the ejected 
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fragments is also essential. Therefore, an informative representation could be plotting the KER 

distribution versus the angle between the momentum vectors of the two detected fragments. For 

an example of the CH2BrI molecule, this could be the angle between the second (bromine) and 

third (iodine) detected ions:  

𝜃 = 𝑐𝑜𝑠−1[
𝑃⃗ (2) 𝑃⃗ (3)

|𝑃⃗ (2)
⃗⃗⃗⃗⃗⃗  ⃗|  |𝑃⃗ (3)

⃗⃗⃗⃗⃗⃗  ⃗|
], 2.21 

where 𝑃(𝑖)
⃗⃗⃗⃗⃗⃗  are the individual momentum vectors, and the numbering reflects the order in which the 

corresponding ions hit the detector.   

 

Figure 2.17.  CES for the two equilibrium and linear isomer geometries. (a) KER-θ plot and (b) 

KE sharing between the Br and I fragments in the three-body breakup of CH2
+ + Br+ + I+. The 

orange and blue circles show the results of the CES for the equilibrium geometry and the isomer. 

 

 Results of a static CES for the equilibrium and the linearized isomer geometries for this 

molecule are shown in the form of three-body representations in Fig. 2.17. The simulated KEs and 

the KER and angles appear as data points that could be compared with the experimental results. 

The results for the isomer clearly differ from the primary geometry, manifesting somewhat smaller 

KER and a larger angle between the I and Br momenta (a). In addition, the simulation for the 

energy sharing between the two heavier fragments is shown in Fig. 2.17 (b), suggesting that in this 

three-body channel, Br takes the larger share of energy. These representations are helpful and 

complete a part of the puzzle but lack pieces of information necessary to make a uniform and 
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consistent picture of the photochemical reactions by generalizing the plots to include all pairwise 

energy and momentum correlations. 

 One of the conventional representations to illustrate the vector correlation of the 

dissociated fragments is the Newton diagram, which represents the momentum vectors of each 

fragment in the coordinate frame defined by the momenta of the two of them. Because of the 

momentum conservation, all three momentum vectors must lie in the same plane (defined as the 

x-y plane). We can assign the +Px to either of the fragments' momentum vectors in the Newton 

diagram. Then the second fragment defines the +Py half-plane, and eventually, the third fragment 

would be assigned to the -Py half-plane. Each momentum component is then converted as follows: 

𝑃1𝑥 = 𝑃1                                                                        𝑃1𝑦 = 0    

𝑃2𝑥 = 𝑃2 𝑐𝑜𝑠 𝜑2 = 𝑚2
𝑣⃗ 1⋅𝑣⃗ 2

|𝑣⃗ 1|
                                           𝑃2𝑦 = 𝑃2 𝑠𝑖𝑛 𝜑2 = √𝑃2

2 − 𝑃2𝑥
2  

𝑃3𝑥 = 𝑃3 𝑐𝑜𝑠 𝜑3 = 𝑚3
𝑣⃗ 1⋅𝑣⃗ 3

|𝑣⃗ 1|
                                           𝑃3𝑦 = 𝑃3 𝑠𝑖𝑛 𝜑3 = √𝑃3

2 − 𝑃3𝑥
2   

where φi is the angle of the individual momentum vectors with respect to +X direction. 

Consequently, the momentum distributions of all three fragments are contained in one diagram 

while one axis is fixed in space.  

 

Figure 2.18.  Schematic of Newton diagram displaying the fragments’ momenta and angles.  

 

The schematic of the fragment momenta and angles are shown in Fig. 2.18, and the procedure is 

illustrated in Fig. 2.19 for the CH2BrI molecule, where the CH2
+ momentum pointing in the +X 

direction is taken as a reference. The relative momentum vectors of the second and third fragments 
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(Br+ and I+, respectively) are displayed with respect to that reference in the upper and lower half-

planes. For example, the Newton diagrams calculated from the outcome of the CES for the 

equilibrium and isomer geometries of CH2BrI are shown in Fig. 2.18. In this diagram, the 

momentum of the reference fragment has been normalized to one. 

 

Figure 2.19.  Simulated momentum correlation obtained from a classical Coulomb simulation. 

The results for the concerted breakup start from equilibrium (solid asterisk) and isomer geometry 

(open asterisk). (a) Newton diagrams with taking the CH2
+ fragment as reference ion, and the 

momenta of the Br+ and I+ fragment ions are plotted in the upper and lower half, respectively. (b) 

Same plot but with the Br+ fragment as a reference ion. (c) Same plot but with the I+ fragment as 

a reference ion. 

 

Figure 2.20.  Simulated momentum energy obtained from a classical Coulomb simulation for the 

concerted breakup starting from equilibrium and isomer geometry in the Dalitz plot representation. 
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 Another representation universally used in the three-body breakup analysis is the Dalitz 

plot, which shows the energy correlation of all three fragments. This representation is based on the 

reduced energy of fragments in the molecular frame defined as εi= Ei/KER, where εi is the energy 

of the individual fragments after the breakup, with the total reduced energy normalized to 1 ( ∑𝜀ⅈ =

1). The axes of the Dalitz plots are defined by differences in the particles' reduced energies. 

𝑋 =
𝜀2 − 𝜀3

√3
 2.22 

𝑌 = 𝜀1 − 1
3⁄  2.23 

The Dalitz plot constructs a triangle with an enclosed ellipse with this approach. All the 

events within the triangle satisfy the energy conservation, while from those only the events located 

in the ellipse satisfy the momentum conservation. The shape of the Dalitz plot depends on the 

fragments' masses. The triangle sides correspond to the dissociation reactions where the molecular 

geometry is getting a linear shape. Due to the momentum conservation between the fragments, the 

kinetic energy is distributed inside the ellipse. In this plot, regions with high incidence represent 

which fragment receives more kinetic energy after the fragmentation. The simulated momentum 

energy correlations are obtained from a classical Coulomb simulation for the concerted breakup 

starting from equilibrium and isomer geometry shown in Fig. 2.19. 
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Chapter 3 - Experimental methods 

 The central focus of this thesis is to investigate the photo-induced dynamics in 

halomethanes triggered by photoexcitation in the UV domain at two different wavelengths 

corresponding to the third and fourth harmonics of the output of a NIR Ti: Sapphire laser with a 

central wavelength of 790 nm. We use a laser system known as PULSAR operated at the James. 

R. Macdonald Laboratory, which is described in Ref. [196]. The primary technical development 

in this work involves the generation and compression of the UV pulses at these two wavelengths. 

These developments made the studies of the dissociation dynamics in halomethanes (discussed in 

detail in Chapter 2) with sufficiently high temporal resolution feasible. In our time-resolved 

experiments, the UV-induced photodissociation dynamics are probed via strong-field ionization 

and CEI (see Section 2.4). In order to get the 3D kinematic information of the fragmentation 

channels, the femtosecond pump-probe experiment is coupled to an ion momentum imaging 

apparatus, where the ion-ion coincidence events are recorded event by event. This is realized by 

utilizing a standard COLd Target Recoil Ion Momentum Spectrometer (COLTRIMS). This 

spectrometer is equipped with a supersonic gas jet to provide a cold target with time- and position-

sensitive detectors to record the ions created by laser-molecule interactions. The following chapter 

describes in detail the optical setup and the ion imaging apparatus used in our experiments. The 

details of the laser pump-probe setup are discussed first, followed by the description of the 

COLTRIMS machine.  

  

 3.1 Ultrafast laser system; chirped pulse amplification 

This section gives a brief overview of the primary laser system used for producing 

ultrashort laser pulses for the time-resolved experiments described in the present thesis. The laser 

system is located in the James R. Macdonald Laboratory (JRML) and is called PULSAR: Prairie 

Ultrafast Light Source for Attosecond Research. This laser is based on a Ti: sapphire oscillator 

and a Ti: Sapphire two-staged multi-pass amplifier [197]–[199] that produces linearly p-polarized 

2 mJ pulses at 10 kHz and 23 fs (FWHM in intensity) pulse duration with a central wavelength 

around 790 nm. The coincidence experiments described here benefited from the relatively high 

repetition rate of PULSAR that allows experiments that would be unfeasible with lower rate laser 

systems. Further details of the laser system are described elsewhere [196]. 
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The heart of the system is a Kerr-lens mode-locked Ti: Sapphire femtosecond oscillator 

[200]–[202] from KM Labs. A nonlinear titanium-doped sapphire lasing medium behaves as a lens 

for the laser beam with a Gaussian intensity profile. The crystal inside the laser cavity is optically 

pumped by a continuous-wave 532 nm diode-pumped solid-state, frequency-doubled Nd: 

Vanadate (Nd: YVO4) laser (Verdi laser). The mode-locking mechanism is the nonlinear optical 

Kerr effect, allowing high-intensity pulses to be supported in the cavity. While the gain bandwidth 

supports many cavity modes, ultrashort pulse generation is achieved through mode-locking. The 

otherwise random cavity modes are phase-locked to interfere constructively within a very short 

period, eventually producing ultrashort laser pulses with a repetition rate of 75.2 MHz and 300 

mW power corresponding to 4 nJ pulse energy. A prism pair in the oscillator compensates for the 

group-velocity dispersion (GVD) and reduces the pulse duration to 14 fs in the oscillator. 

 

Figure 3.1.  A schematic view of pulse duration and intensity evolution during chirped-pulse 

amplification (CPA). The figure is adapted from Ref. [203] 

 

As a requisite for strong-field experiments, the pulse energy needs to be increased from nJ 

to a few mJ through multi-pass amplification. The chirped-pulse amplification (CPA) technique is 

employed to maintain the bandwidth and preclude damaging the amplifier [199], [204]. The 
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principle of CPA is illustrated in Fig 3.1. In the CPA technique, the oscillator's output is stretched 

to tens of picoseconds in a grating-based stretcher to avoid damage to the amplifier crystal. The 

repetition rate is reduced to 10 kHz following the stretcher using a Pockels cell [204], [205], and 

the multi-pass amplification system further amplifies only the reduced number of laser pulses. The 

oscillator's output is used to seed the multi-pass amplifier stage, pumped by a diode-pumped, 

intracavity frequency-doubled, Q-switched Nd: YLF laser. The first stage involves 14 passes 

through the Ti: Sapphire gain medium, after which the pulse energy is almost 1 mJ. The second 

amplification stage increases the pulse energy to about 2mJ in 5 passes through another Ti: 

Sapphire crystal. Finally, a grating-based compressor reverses the stretching process, resulting in 

about 23 fs (FWHM in intensity) pulses with high peak power. A typical spectrum of the output 

after the second amplification stage is shown in Fig. 3.2. 

 

Figure 3.2.  Typical PULSAR output spectrum after the second amplification stage. 

 

 3.2 Ultrafast pulse characterization 

 In order to follow ultrafast dynamics in photochemical reactions, we need to generate short 

pulses. The generation of the short-pulsed electric field is tied up with the control over the 

bandwidth and the phase. Laser parameters, i.e., pulse duration, phase, and chirp, can significantly 

impact the outcome of the experiments [206]. Therefore, the ultrashort pulses used in the 

experiments need to be characterized. Several techniques are employed to characterize 
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femtosecond pulses, where the basic principle is to reconstruct the laser's electric field. This section 

focuses on two methods used in our experiments: frequency-resolved optical gating (FROG) and 

cross-correlation frequency-resolved optical gating (XFROG) techniques.  

 Historically, ultrafast laser pulse measurements were made either in the time or frequency 

domains. The time-domain measurements were made using a technique called autocorrelation 

[207]. This method involves measuring the pulse by splitting it into two identical halves and 

delaying one of them. Both pulse replicas are focused on a rapidly responding nonlinear medium, 

resulting in a signal sent to the photodetector, which depends on the temporal overlap of the two 

pulses. This intensity of the signal denoted as I (τ), with τ being the time-delay between the 

identical pulses, is given by equation  

𝐼(τ) = |∫ 𝜀(𝑡) 𝜀(t−τ)ⅆ𝑡
+∞

−∞

|

2

. 
3. 1 

Here, ε(t) is the electric field of the pulse to be measured, and ε(t- τ) is the time-delayed part of the 

pulse, also known as the “gate”. The bandwidth of the signal represents the pulse duration.  

 Typically, the intensity autocorrelation reveals very little information about the actual 

shape of the pulse. This ambiguity in the pulse shape arises because the autocorrelation is 

symmetric with respect to the delay, which could bring about unreliable measurements [208]. The 

spectrum analysis of the resulting signal provides preliminary information about the constituent 

frequencies of the pulse. However, this analysis lacks information on the chirp of the pulse and 

further details of its time-frequency structure. Therefore, a hybrid technique in the time-frequency 

domain is required to resolve this issue. In 1991, Trebino [206] showed that a spectrally resolved 

autocorrelation signal returns both the duration and phase of the ultrashort laser pulses developing 

a method called Frequency-Resolved Optical Gating (FROG) described below. 

 

 3.2.1 Frequency-resolved optical gating (FROG) 

 As mentioned above, information about the time-frequency profile of the electric field of 

the laser pulse can be obtained from a spectrally resolved autocorrelation signal. In other words, 

in this time-resolved measurement, one can measure the signal's spectrum resulting from the 

interaction of the two pulses in the nonlinear medium. This technique has the potential to fully 

determine the shape of an ultrafast laser pulse. There are various schemes of FROG for different 

particular applications, such as second harmonic generation (SHG-FROG) [209], polarization 
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gating (PG-FROG) [210], self-diffraction (SD-FROG) [211], and transient grating (TG-FROG) 

[212]. Here, we describe the SHG-FROG method, which was employed to characterize the 

PULSAR pulses and which uses the laser pulse to gate itself by splitting it into two identical copies 

and crossing them in an SHG BBO crystal. Therefore, the SHG-FROG setup resembles the 

intensity autocorrelation, except that the SHG signal is now frequency-resolved by a grating 

spectrometer. Consequently, equation 1 is adapted for the case where the signal is resolved in 

frequency, yielding the expression:  

𝐼𝑆𝐻𝐺(ω, τ) = |∫ 𝜀(𝑡) 𝜀(t−τ) exp (−𝑖ωt) ⅆ𝑡
+∞

−∞

|

2

 
3. 2 

𝐼𝑆𝐻𝐺  (ω,τ) is called the FROG trace or the spectrogram of the autocorrelation; a 2D map of the 

pulse intensity as a function of time-delay and frequency, as shown in the inset of Fig. 3.3.  

 

Figure 3.3.  Schematic layout for a FROG apparatus. ND - neutral density filter, BS - beam splitter. 

The inset shows the measured signal. 

 

 Contrary to the intensity autocorrelation, which has a simple analytical method to analyze 

the measurement outcome, interpreting a FROG measurement requires an iterative deconvolution 

algorithm to reconstruct the electric field and to yield its magnitude and phase of the electric field 

[213], [214]. The reconstruction algorithm is initiated with a guessed electric field. The 

corresponding computed spectrogram is compared with the measured trace, and the electric field 

is iteratively changed until a spectrogram similar to the measured one is obtained. The optical 

layout of an SHG-FROG is shown in Fig. 3.3. The inset depicts a typical measured PULSAR 

FROG trace for a laser pulse with a central wavelength of 790 nm and a pulse duration of 23 fs 

FWHM in intensity.  
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A drawback of the SHG-FROG technique is that the algorithm does not give a unique 

solution. In addition, it cannot distinguish between a positively and negatively chirped-pulse; in 

other words, it is insensitive to the time inversion.  

 

 3.2.2 Cross-correlation frequency-resolved optical gating (XFROG) 

In our experiments, we used an SHG-FROG to characterize the Ti: Sapphire laser pulse output. 

However, when the pulses are weak or the wavelengths lie in the ultraviolet region, the 

conventional FROG technique is inefficient. In order to address this issue, a method called the 

cross-correlation FROG (XFROG) technique was suggested, where a fully characterized intense 

laser pulse is used as the gate pulse, and the spectrogram is obtained through the nonlinear 

frequency conversion process in a nonlinear crystal [215]. It is worth mentioning that in pulse 

characterization methods based on the nonlinear process as in FROG and XFROG, due to the 

required nonlinear frequency mixing crystal, the minimum pulse duration that can be characterized 

is limited by the achievable phase-matched spectral bandwidth, the group velocity mismatch, the 

frequency conversion efficiency, the transparent spectral range of the crystal, and material 

dispersion-induced broadening of the pulses. These determining factors have severe effects in the 

deeper UV regions and hence play a more important role in the pulse duration measurement of the 

UV pulses than the NIP pulse.   

 XFROG technique gives the characterized electric field, and the gate pulse is no longer a 

half-split of the pulse to be measured. The gate pulse can be any known electric field, and with a 

difference-frequency generation (DFG) XFROG, even a weak ultrashort UV pulse can be 

characterized. Similar to eq. 3.2, the output signal in this method is therefore given by: 

𝐴𝑋𝐹𝑅𝑂𝐺(𝜔, 𝜏) = |∫ 𝜀(𝑡) 𝜀𝑔 (𝑡 −𝜏) ⅇ𝑥𝑝 (−𝑖𝜔𝑡) ⅆ𝑡
+∞

−∞

|

2

, 
3. 3 

where εg is the gating field. Our experiment uses an SHG-FROG that gates the UV pulse with an 

intense NIR pulse that is already characterized by a FROG measurement, as explained in section 

3.2.1. The resulting XFROG trace, AXFROG, can be used with the known electric field of the gate 

pulse εg (t) to extract the UV pulse electric field ε(t) using a modified version of the retrieval 

algorithm we used for the SHG-FROG. In practice, we did not do this reconstruction and used the 

visual shape of the spectrogram to minimize the chirp and then obtained the UV pulse duration 

using the definition of the FWHM of the cross-correlation.  
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𝜏𝑢𝑣 = √𝜏𝑋𝐶
2 − 𝜏𝑁𝐼𝑅

2  
3. 4 

where τUV, τNIR, and τXC are the FWHM of the UV, NIR and the cross-correlation of the two pulses. 

 

 3.3 New frequency component generations using intense femtosecond laser 

 We need both NIR and UV wavelengths for the time-resolved experiments described in 

this thesis. One of the most straightforward approaches to generating UV pulses is nonlinear 

frequency conversion. The fundamentals of these processes are described in this section. 

 

 3.3.1 Introduction to nonlinear optics  

 Nonlinear optics deal with modifying the optical properties of a material system by the 

presence of light. Nonlinear optical phenomena are "nonlinear" in the sense that the response of a 

material system to an applied optical field depends on a nonlinear relation with the strength of the 

optical field. During the interaction of the laser field with the matter, the electric field ε exerts 

Lorentz force F on the charged particles q in the medium. This force accelerates the charges, which 

leads to the radiation of the new field [216], [217]. 

𝐹 = 𝑞 (𝜀 + 𝑉 × 𝐵)  3. 5 

where B is the magnetic field. Given that the electrons are significantly less massive than the ions, 

they are accelerated more and therefore mainly responsible for the new fields generated in the 

medium. The ions move much slower than the speed of light, and hence the magnetic field 

component of the Lorentz force would be negligible [216], [217]. We simplify the math with the 

scaler quantities by assuming linearly polarized fields in the X-direction. The resulting force on 

the electrons is 

𝐹𝑥 = −ⅇ𝜀𝑥 . 3. 6 

As a consequence, the electron oscillates around the equilibrium position. An anharmonic 

potential, which binds the electron, is written as a Taylor series with respect to the equilibrium 

position x = 0: 

𝑈(𝑥) = 𝑈(0) + 𝑥
𝜕𝑈

𝜕𝑥
|
𝑥→0

+ 
𝑥2

2

𝜕2𝑈

𝜕𝑥2
|
𝑥→0

+ 
𝑥3

3

𝜕3𝑈

𝜕𝑥3
|
𝑥→0

+ ⋯ 
3. 7 
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Figure 3.4.  Nonlinear frequency mixing with a χ2 nonlinear crystal. (a) Sum Frequency 

Generation (SFG). (b) Second Harmonic Generation (SHG), (c) Third Harmonic Generation 

(THG), and (d) Difference-Frequency Generation (DFG). 

 

 The first term in this equation is the linear contribution, and all following terms are 

nonlinear. The restoring force on the electrons in the potential given by 

𝐹 = −
𝜕𝑈

𝜕𝑥
 . 

3. 8 

Using this restoring force and force due to the electric field in the equation of motion for the 

electron, we can derive the displacement expression for the polarization. For such an oscillating 

dipole moment, we define the time-dependent polarization as the following  

ⅆ(𝑡) = −ⅇ𝑥(𝑡), 3. 9 
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where x(t) is the displacement of the electron. The polarization of a medium is a measure for the 

density of electric dipole moments: 

𝑃𝑥(𝑡) = 𝑁ⅆ(𝑡) = −𝑁ⅇ𝑥(𝑡), 3. 10 

where N is the number density. Conventionally, the polarization is given as a function of the 

electric susceptibility of the medium [216] 

𝑃𝑥(𝑡) = 𝜀0𝜒
(1) 𝜀(𝑡), 3. 11 

Here, 𝜀0 is the permittivity of the free space, and χ (1) is the material's susceptibility, which indicates 

the strength of the material's response to the applied electric field. Generally, χ(1) is a second-order 

tensor, but this coefficient is treated as a scalar here since we limit ourselves to the case of linear 

polarization. Once the electric field is applied, the electric charges oscillate and emit 

electromagnetic radiation. This polarization depends linearly on the field intensity at low 

intensities, and this linear relationship breaks down at high intensity. One can expand the 

polarization into higher orders of the electric field [217] 

𝑃𝑥(𝑡) = 𝜒(1)𝐸 + 𝜒(2)𝐸2 + 𝜒(3)𝐸3 + ⋯ 3. 12 

where the first term corresponds to the linear polarization and the higher-order terms are the 

nonlinear parts of the polarization. The coefficients χ(i) are higher-order nonlinear optical 

susceptibilities. Maxwell's wave equation describes the propagation of the electric field in the 

medium [206] 

𝜕2𝜀𝑥

𝜕𝑧2
+

1

𝐶2

𝜕2𝜀𝑥

𝜕𝑡2
= 𝜇0

𝜕2𝑃𝑥

𝜕𝑡2
 

3. 13 

where μ0 is the vacuum permeability. The source term on the right side of the equation describes 

the generation of new fields in the medium. Since the polarization is proportional to the electron 

displacement, its second partial derivative with respect to the time describes the electron 

acceleration. An oscillating term at a given frequency in polarization leads to a new field oscillating 

at this frequency. This property gives rise to sum- and difference-frequency generation explained 

in the following. 

 To study the implications of the wave equation, we consider circumstances in which the 

optical field in a second-order nonlinear medium has two frequency components in the form of 

[217]: 

𝜀(𝑡) = 𝜀1ⅇ
−ⅈ𝜔1𝑡 + 𝜀2ⅇ

−ⅈ𝜔2𝑡 + 𝑐. 𝑐 3. 14 
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where ε1 and ε2 are the amplitudes of the two frequency components of the electric fields with 

frequencies ω1 and ω2, respectively. Inserting the electric field into the second-order contribution 

to the polarization expansion gives  

𝑃(2)(𝑡) = ⅇ0𝜒
(2)[𝜀1

2ⅇ−2ⅈ𝜔1𝑡 + 𝜀2
2ⅇ−2ⅈ𝜔2𝑡 + 2𝜀1𝜀2ⅇ

−2ⅈ(𝜔1+ 𝜔2)𝑡 + 

 2𝜀1𝜀2
∗ⅇ−2ⅈ(𝜔1− 𝜔2)𝑡 + 𝑐. 𝑐] + 2ⅇ0𝜒

(2)(𝜀1𝜀1 ∗ +𝜀2𝜀2
∗) 

3. 15 

This expression contains various frequency components of the polarization categorized as shown 

below:  

𝑃(2)(𝑡) ∝  𝜀1
2 + 𝜀2

2 + 𝜀1
2ⅇ−2ⅈ𝜔1𝑡 + 𝜀2

2ⅇ−2ⅈ𝜔2𝑡 + 𝜀1𝜀2ⅇ
−2ⅈ(𝜔1+ 𝜔2)𝑡 + 𝜀1𝜀2ⅇ

−2ⅈ(𝜔1− 𝜔2)𝑡 3. 16 

The complex amplitudes of this expression represent various optical processes. The first two terms 

correspond to the optical rectification that consists of the generation of the DC polarization 

component. The third and fourth terms correspond to the second harmonic generation with twice 

the original frequency. The fifth is the sum-frequency generation (SFG), and the last is the 

difference-frequency generation (DFG). Several of these nonlinear processes that lead to a 

conversion of light frequencies are shown in Fig. 3.4. 

 An alternative approach to studying these nonlinear processes is using the laws of energy 

and momentum conservation and illustrating them with energy level diagrams in the photon 

picture. The photons can be mixed and split and eventually create new photons. For example, the 

SFG process involves mixing of two different frequencies of ω1 and ω2 and creating a new field 

with the sum frequency of ω1+ω2. The energy and momentum conservation laws imply that 

ℏ𝜔1 + ℏ𝜔2 = ℏ(𝜔1 + 𝜔2) 3. 17 

ℏ𝑘1 + ℏ𝑘2 = ℏ(𝑘1 + 𝑘2) 3. 18 

where k = 
𝑛

𝑐
𝜔 is the wavenumber.  

 As we have seen so far, the SHG is a particular case of the SFG process where ω1 = ω2 = 

ω0 and ε1 + ε2 = ε0 and the electric field and the polarization are   

𝜀𝑥(𝑡) = 𝜀0ⅇ
−ⅈ𝜔0𝑡 3. 19 

𝑃(2) = ⅇ0𝜒
(2)𝜀𝑥

2 = ⅇ0𝜀𝑥
2𝜒(2) ⅇ−ⅈ2𝜔0𝑡 3. 20 

which shows that the new field oscillates with a frequency twice as large as the original one. The 

efficiency of this process depends on the phase matching and the value of the susceptibility. A 

significant aspect of frequency conversion is the efficiency of the process. The conversion 
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efficiency has been derived in [216], [217]. Plugging the electric field and polarization into 

Maxwell's wave equation for SHG results in the following coupled differential equations 

𝜕𝜀𝜔0

𝜕𝑧
=

−𝑖𝜔𝜒(2)

2𝑐𝑛(𝜔0)
𝜀𝜔0
∗ (𝑧) 𝜀2𝜔0

(𝑧) ⅇ−ⅈ𝛥𝑘𝑧 
3. 21 

𝜕𝜀2𝜔0

𝜕𝑧
=

−𝑖𝜔𝜒(2)

2𝑐𝑛(2𝜔0)
𝜀𝜔0
2 (𝑧) ⅇⅈ𝛥𝑘𝑧 

3. 22 

where Δk is the wavenumber mismatch. These two equations are typically solved numerically. 

With an assumption of the constant amplitude of the electric field and integrating the second 

equation over the crystal length, the SHG efficiency is obtained as 

𝜂𝑆𝐻𝐺 =
𝐼2𝜔0

𝐼𝜔0

=
2𝜋2(𝑋(2))

2
𝐼𝜔0

(0)𝐿2sinc2 (
𝛥𝑘𝐿
2 )

𝜆2ⅇ0𝑐𝑛(𝜔0)2𝑛(2𝜔0)
 

3. 23 

The efficiency is proportional to the pump intensity, implying that the efficiency is 

increased by increasing the laser power as far as the damage threshold of the crystal allows. In 

addition, the efficiency depends on the overlap of the fields across the medium. When Δk=0, the 

efficiency is maximum, known as the phase-matching condition. By propagation of the 

fundamental wave through the medium, its intensity drops, and the intensity of the generated wave 

drops as well. This conversion is efficient if the fundamental and the generated fields maintain the 

phase relation all the time through the length of the medium. However, the two waves generally 

travel at different velocities due to chromatic dispersion, resulting in a phase mismatch. One 

possible solution here is using birefringent crystals that ensure a constant refractive index and 

therefore a constant velocity for the frequencies. In these crystals, frequencies with different 

polarization experience different refractive indexes.  

 It is worth mentioning that for ultrashort laser pulses with significant bandwidth, the phase-

matching condition is fully satisfied only for one wavelength. Therefore, a wide range of 

wavelengths must be phase-matched to make the conversion efficiency realistic and achieve proper 

mixing. This range of wavelengths is known as the phase-matching bandwidth. In nonlinear 

crystals, the laser pulses travel with the group velocity νg  

𝑣𝑔 =
𝜕𝜔

𝜕𝑘
=

𝜕𝜔

𝜔 𝜕𝑛(𝜔)
 

3. 24 
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Even with the phase-matching condition and 𝑛(𝜔) = 𝑛(2𝜔), since the derivatives are not 

identical, the pulses have different group velocities resulting in a velocity mismatch between them 

and a decrease in energy transfer. This time delay between the two pulses is obtained as 

𝛥𝑡 = 𝐿 |
1

𝑣𝑔(2𝜔)
−

1

𝑣𝑔(𝜔)
| 

3. 25 

Consequently, the phase-matching bandwidth of a Gaussian pulse is obtained using the time-

bandwidth product [218]: 

𝛥𝜈 = 𝑐𝐿
0.441𝜆0

2

|
1

𝑣𝑔(2𝜔)
−

1
𝑣𝑔(𝜔)

|
 

3. 26 

 The phase-matching bandwidth and the conversion efficiency suggest that the crystal 

thickness compromises phase-matching bandwidth (∝ L-1) and the conversion efficiency (∝ L2). 

 

 3.3.2 New frequency generation 

 Second Harmonic Generation (SHG): SHG, like other nonlinear processes, requires a 

proper medium selection. As we saw, the second harmonic signal depends on the second-order 

susceptibility, which vanishes in a centrosymmetric medium. In this work, we used Barium Borate 

(BBO) for the sum-frequency generation process to generate the second, third, and fourth harmonic 

of the 790 nm Ti: Sapphire pulse. The basic principle of the new frequency generation is the phase-

matching condition. Below, we will discuss each process separately.  

 The incident beam with a polarization perpendicular to the optical axis and the wavevector 

𝑘⃗  has an angle-dependent refractive index component 𝑛0. 𝑛0(ω) is called the ordinary refractive 

index, and the beam propagating along this axis is called the ordinary. Any other polarization with 

an angle θ with respect to the polarization direction experiences a different refractive index 

𝑛𝑒(ω, θ). Moreover, the beam along this axis is called extraordinary. There are two basic phase-

matching schemes known as type 1 and type 2, depending on the polarization of the incident and 

the generated radiations. In our SHG, we use type 1 phase-matching, where the polarization of the 

incident beam is along the ordinary axis and experiences 𝑛0(ω). Consequently, the generated 

second harmonic travels along the extraordinary axis in the plane containing the optical axis and 

the 𝑘⃗  vector, and experience 𝑛𝑒(ω, θ). Therefore, the phase-matching condition implies that: 
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𝑛𝜔0

𝜆𝜔0

+
𝑛𝜔0

𝜆𝜔0

=
𝑛2𝜔0

𝜆2𝜔0

 
3. 27 

This can be simplified to n (ω0) = n (2ω0).  

 We used a type-I BBO crystal with a cut angle of 29.2˚ and a thickness of 150 μm. To 

select the appropriate nonlinear crystals and model their performance with our pulse parameters, 

we used SNLO nonlinear optics software [219]. 

To achieve the phase-matching, we tuned the axis of the crystal to match the laser 

polarization direction. We achieved 35-42 % conversion efficiency in SHG. 

 

Figure 3.5.  Time delay between the fundamental and second harmonic for a BBO crystal with 

150 μm thickness and 29.2˚ cut angle. 

 

The time delay between the fundamental and the second harmonic pulses is calculated to 

be 194 fs/mm for a type-I BBO crystal with normal incidence [218]. We calculated the time delay 

for our [220] BBO crystal shown in Fig. 3.5 as a function of the incidence angle. For normal 

incidence, which is the case in our setup, the time delay is –30 fs, and the negative sign indicates 

that the second harmonic falls behind the fundamental pulse. This time delay needs to be 

compensated for when generating a new frequency, such as third harmonic generation (THG). 

 Third Harmonic Generation (THG): To generate the third harmonic of the fundamental, 

we use a two-step process involving two sequential harmonic generation steps arranged in a 

collinear geometry, as shown in Fig. 3.6. 
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 We combine the second harmonic generation produced in the first step with sum-frequency 

generation in a second type-I β-BBO crystal with a thickness of 20 μm and phase-matching angle 

of 44°. The fundamental and the second harmonic must have the minimum delay and have the 

same polarization to generate THG efficiently. Therefore, we need to compensate for the delay 

between the fundamental and the second harmonic and rotate the polarization of one of them to 

mix efficiently in the THG BBO crystal. We used a calcite crystal with 2 mm thickness to adjust 

the delay. A dual-half waveplate is used to rotate the fundamental polarization by 90 degrees with 

no change of the second harmonic orientation. The two overlapping pulses in the BBO crystal mix 

to generate the third harmonic with perpendicular polarization. To avoid an extra half-wave plate 

to rotate the third harmonic, which is more dispersive than the longer wavelengths, we adjusted 

the incoming polarization to end up with a p-polarized third harmonic beam required for the 

experiment. The resulting third harmonic is then separated from the fundamental and the second 

harmonic using multiple harmonic separators that reflect the third harmonic and transmit the other 

two pulses, which are finally dumped. With the thin BBO crystal, the conversion efficiency is 

about 2%. The second and third harmonic spectra are shown in Fig. 3.7. 

 

 

Figure 3.6.  Schematic setup for a collinear third harmonic generation. A linearly p-polarized laser 

pulse generates s-polarized SHG and p-polarized THG. 
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Figure 3.7.  The typical measured (a) SHG and (b) THG spectra. 

 

 The obtained bandwidth was enough to support a short UV pulse. To give a feeling about 

how the thin crystal helps get a short pulse, we tested two BBO crystals with 100 and 20 μm 

thickness and obtained about 70 and 40 fs UV pulse durations by increasing the bandwidth from 

4 to 7 nm. With a central wavelength of 263 nm and a bandwidth of 7 nm, the UV pulse is directed 

through a home-built calcium fluoride double-pass prism compressor to compensate for the Group 

Velocity Dispersion (GVD) and minimize the UV pulse duration. The details of the pulse 

compression with the prism-pair compressor will be presented in section 3.3.3.  

 

Figure 3.8.  A typical measured spectrum of the FHG. 
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 Fourth harmonic generation (FHG): To generate the fourth harmonic of the Ti: Sapphire 

beam, we could either mix the fundamental and the third harmonic in another nonlinear crystal or 

obtain it through an immediate doubling of the second harmonic using two separate second 

harmonic generation stages. Through the mixing of the fundamental wave and the TH, FHG is 

phase matchable in several commercially available crystals that are transparent near 200 nm, 

including BBO, KB5O8 - 4H2O and LBO. With the central wavelength of our optical source, the 

last two crystals are not well-suited for our purpose. The KB5O8 - 4H2O crystal has a nonlinearity 

50 times smaller than the BBO, and the LBO does not have a phase-matching angle for mixing the 

fundamental and third harmonic pulses. Therefore, we used a 50 μm type-I BBO crystal and a 

phase-matching angle of 65˚ to generate the fourth harmonic by mixing two s-polarized beams. 

The NIR pulse delay is adjusted to get the maximum FH signal. The fourth harmonic spectrum is 

shown in Fig. 3.8. We obtained ~ 0.35% efficiency. Like the other generation steps, the crystal's 

thickness was chosen based on the SNLO simulation. The experimental setup is shown in Fig. 3.9 

with the marked beam pathways and the harmonic generation stages. 

 

Figure 3.9.  Photo of the fourth harmonic generation (FHG) setup. 
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 3.3.3 Pulse compression: the effect of pulse dispersion on ultrashort pulses 

 Since ultrashort pulses have rather broad spectral bandwidths, and since different colors 

travel at different speeds in a dispersive medium, a short laser pulse spreads in time when traveling 

in a dispersive medium. Longer pulses lead to a lower peak intensity and lower temporal 

resolution. This section discusses several schemes to compensate dispersion, with particular 

emphasis on the methods used in our setup.  

 The electric field of an ultrashort pulse can be described entirely in the time domain by 

specifying the time-dependent intensity and phase of the pulse.  

𝐸(𝑡) = √𝐼(𝑡)ⅇ−ⅈ𝜑(𝑡) 3. 28 

The equivalent electric field in the frequency domain is obtained the Fourier-Transform of this 

expression as given below 

𝐸̃(𝜔 −  𝜔0) = √𝑆(𝜔 −  𝜔0) ⅇ
−ⅈ𝜑(𝜔− 𝜔0) 3. 29 

where S (ω - ω0) is the spectral intensity, φ (ω - ω0) is the spectral phase, and ω0 is the carrier 

frequency. When the spectral phase is constant for all frequency components, the pulse width 

reaches the minimum permitted by the Fourier transform relation for the given spectral bandwidth. 

It is called Fourier-Transform Limited pulse (FTL). On the other hand, when the spectral phase is 

non-zero, it causes the pulse to spread in time. A Taylor series expansion of the spectral phase 

around the central frequency gives the essential terms used as pulse width control parameters: 

𝜑(𝜔) = 𝜑0 +
ⅆ𝜑

ⅆ𝜔
(𝜔 − 𝜔0) +

1

2

ⅆ2𝜑

ⅆ𝜔2
(𝜔 − 𝜔0)

2 +
1

6

ⅆ3𝜑

ⅆ𝜔3
(𝜔 − 𝜔0)

3

+
1

9

ⅆ4𝜑

ⅆ𝜔2
(𝜔 − 𝜔0)

4 + ⋯ 

3. 30 

 In this expression, the first term, φ0, is the absolute phase which describes the exact phase 

of the carrier frequency. The first derivative of the spectral phase is group delay, referring to the 

arrival time of the different frequency components. This effect is known as dispersion. Dispersion 

is the wavelength dependence of the refractive index, which causes the different frequency 

components to face different speeds, and the resulting pulse would be broadened. Different colors 

will be separated when a short laser pulse passes through a medium. This is mainly because of the 

group velocity mismatch between different colors. Group velocity will increase by increasing the 

wavelength. Then the higher frequency components travel slower than the lower ones, and the 
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head of the pulse will fall into the red, and the tail of the pulse will be shifted to the blue shown. 

This description is related to the normal dispersion, and the reverse situation is called anomalous 

dispersion. These two types are shown in Fig. 3.10. 

 The quadratic term physically means that the delay varies linearly with frequency, known 

as the linear chirp. The coefficient of this term is the derivative of the group delay or the second 

derivative of the spectral phase, 
ⅆ2𝜑

ⅆ𝜔2
 defined as the group delay dispersion (GDD). GDD is positive 

for all dispersive materials in the normal dispersion regime. Negative GDD must be added through 

some techniques (some of the are presented as the following) to cancel out the chirp. The third-

order phase corresponds to the third-order dispersion (TOD) and has an additional effect on the 

pulses besides stretching them. TOD can manifest itself when the redder and the bluer colors both 

arrive before or after the green color. These components beat to cause ringing of the intensity 

envelope of the pulse, closer to the edges of the pulse. The sign of the TOD term specifies if the 

ringing occurs on the leading edge or the trailing edge of the pulse. Like the second-order 

dispersion, the positive TOD can be compensated by adding the negative TOD through a pulse 

compressor. The following terms are the higher-order dispersions. φ0 and 
ⅆ𝜑

ⅆ𝜔
 do not affect the short 

pulse, but the higher-order terms have significant impacts on the behavior of the short pulse. 

 

Figure 3.10.  Frequency chirping in the laser pulse. (a) When a short laser pulse experiences 

positive chirping, the lower frequency components arrive faster than the higher frequency 

component. (b) When a short laser pulse experiences negative chirping, the higher frequency 

components precede the lower frequency components. The pulse duration is broadened by the 

positive or negative chirping. Adapted from Ref. [206]. 
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 It is worth mentioning that the shorter we go down in the pulse duration, the more the 

higher orders play a crucial role and need to be considered and compensated or avoided. For 

instance, dealing with a pulse as short as 30 fs, TOD is critical, and going down to 10 fs, fourth-

order dispersion (FOD) needs to be considered. Following [199], the electric field for a Gaussian 

pulse is given by 

𝐸(𝑡) = √𝐴1ⅇ
−ln2(

−2𝑡
𝛥𝑡

)
2

ⅇ−ⅈ(𝜔0𝑡+𝜑(𝑡))+𝑐.𝑐. 
3. 31 

The phase φ(t) alters the pulse duration, plays a significant role in broadening the pulse in 

dispersive media, and adds a complex width to the Gaussian envelope. Similar to the general form 

above, in the frequency domain 

𝐸(𝜔) =
√

𝐴𝜔ⅇ
−ln2(

2(𝜔−𝜔0)
𝛥𝜔

)
2

ⅇ−ⅈ𝜑𝑝𝑢𝑙𝑠𝑒 (𝜔− 𝜔0). 

3. 32 

When an input pulse travels through a dispersive medium, the added phase due to the material 

dispersion is given by an additional exponential term 

𝐸out =
√

𝐴𝜔ⅇ
−ln2(

2(𝜔−𝜔0)
𝛥𝜔

)
2

ⅇ−ⅈ(𝜑2,𝑝𝑢𝑙𝑠𝑒+ 𝜑2,𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙)
(𝜔− 𝜔0)

2

2 . 
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Rewriting this expression in terms of the pulse parameters yields  

𝐸𝑜𝑢𝑡 = √𝐴𝑡
′ⅇ

4(ln 2)𝑡2

2[𝛥𝑡2 + 𝑖4(𝑙𝑛2)𝜑2]
, 

3. 34 

where φ2 is the sum of the total group delay dispersion (both the material and the pulse). Therefore, 

the duration of the output pulse, Δtout 

𝛥𝑡𝑜𝑢𝑡 =
√𝛥𝑡4 + 16(ln 2)2𝜑2

2

𝛥𝑡
. 

3. 35 

And the GDD can be written as  

𝜑2 =
1

4(𝑙𝑛(2))
√(

𝑇𝐵𝛥𝑡𝑜𝑢𝑡

𝛥𝜈
)
2

− (
𝑇𝐵

𝛥𝜈
)
4
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where TB is the time-bandwidth product for various pulse profiles. In order to estimate the amount 

of GDD introduced by a material of length L, the wavelength-dependent index of refraction, n(λ), 

is calculated with Sellmeier's equation, and the second derivative at the wavelength of interest is 

determined. Group velocity dispersion (GVD) is related to the second derivative of the refractive 

index with respect to wavelength. GVD is the GDD per length of the material.  
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 Several nonlinear methods are used for pulse compression by exploiting nonlinear 

interactions like optical fibers [221] and electrooptic phase modulators with pulse shaping [222]. 

The detailed description of these methods falls beyond the scope of the present work. Instead, we 

limit ourselves to an introduction of chirped mirrors, diffraction grating-pairs, and finally, the 

prism-pair compressor that we used in this work.  

 Chirped mirrors: They are made of multiple layers of dielectric coatings which precisely 

reflect a specific wavelength at a particular depth of the mirror. The basic principle of this chirp 

compensation device is shown in Fig. 3.11. The reflected wavelength increases linearly with the 

axial position in the mirror. This feature makes the bluer wavelength arrive ahead of the redder 

wavelength. Consequently, it adds a negative chirp to the pulse. Generally, each bounce off the 

mirror adds several hundred fs2 of GDD, and several hundred reflections of the pulse are often 

required to compensate for significant dispersion. They also compensate for the higher-order 

dispersion, such as TOD and FOD [223]. In addition, as the operating bandwidths increase, the 

reflection efficiency drops significantly. However, once a mirror is manufactured, the ratio of the 

higher-order dispersion to GDD remains fixed. It cannot be altered, narrowing the scope of 

application to specific setups only, i.e., needing to be customized for specific goals. 

 

Figure 3.11.  A dispersion compensation device: chirped mirror. Adapted from Ref. [224] 

  

 Diffraction grating-pair compressor: A grating pair introduces negative dispersion due 

to the varying wavelengths difference in the optical path or, in other words, due to the angular 

dispersion [225]–[228]. It is shown that angular dispersion always produces negative GDD, 

irrespective of its sign. Pulse compressors based on angular dispersion, illustrated in Fig. 3.12, are 

the most versatile and commonly used devices for dispersion compensation. The output is a 
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spatially incoherent beam which can be solved by retroreflecting the light back into the grating 

pair, generating double the negative dispersion. Diffraction gratings to generate negative 

dispersion introduce relatively significant losses and do not provide a dispersion easily adjustable 

through zero value. Similarly, a diffraction grating written on a prism, known as grism, can also 

be used to compress the pulse [229]. 

 

Figure 3.12.  Sketch of a diffraction grating-pair compressor taken from Ref. [230]. 

 

 Prism-pair compressor: Like gratings, prisms are used to introduce angular dispersion 

and are commonly used as a dispersion compensation technique [231]–[234]. Prism pairs have 

relatively low losses compared to gratings, making them an excellent option for compensating and 

controlling ultrafast pulses passing through various media. The main drawback is that they provide 

a limited window of angular dispersion. Therefore, one needs to control the GDD via longer 

separation between the prisms, which is impossible in some applications. Practically, even though 

angular dispersion is the basic principle of compression in the prism configuration, it also 

introduces spatial chirp and pulse front tilt, which are undesirable [235]. In principle, angular 

diffraction-based pulse compressors require four identical dispersive components; the first 

introduces angular and spatial dispersion, and the second eliminates the angular dispersion. 

Eliminating the angular and spatial dispersion requires propagation through an additional identical 

pair of prisms. The red colors travel a longer optical path than blue colors in this configuration. 

Therefore, the idea is that the redder colors pass through the thicker regions of the second and third 
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prisms, allowing the bluer colors to catch up with them. If this configuration is set correctly, 

negative GDD is provided without undesirable spatiotemporal distortions, such as the pulse-front 

tilt [234] which means that an ultrashort pulse's arrival time varies across the beam profile. In other 

words, there is an angle between the pulse front and the beam's propagation direction.   

 

Figure 3.13.  Schematic of the conventional four-prism pulse-compressor. Adapted from Ref. 

[231].  

 The golden question is how much GDD the compressor is supposed to produce to 

compensate for the chirp. We follow the approach presented in [235] to answer this question. We 

consider an unfolded geometry of four prisms, shown in Fig. 3.13, that generate negative GDD 

and correct the distortion. The prisms are at the minimum deviation angle (we consider the 

situation when the diffracted beam is parallel to the prism's base). Therefore, the beam path will 

be symmetric, and the incident and exit angles will be the same. This feature could be a positive 

point because by changing the separations between the two prisms, there would not be a change in 

the output beam angle, and by moving the prism perpendicular to the line connecting the two 

prisms, we can tune the dispersion coming from the prism material. Since the minimum deviation 

angle is a function of the apex angle, the incident and the exit angles satisfy Brewster's angle. 

Consequently, there is less reflection loss for the p-polarization. 
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Figure 3.14.  Schematic of a prism-pair compressor in a folded geometry. The figure is adapted 

from [235]. 

 Gordon and Fork [231], [236] geometrically showed that the GDD is linked to the 

wavelength-dependent path length's second derivative, P(λ):    

𝐺𝐷𝐷𝑝𝑟ⅈ𝑠𝑚 =  
𝜆3

2𝜋𝑐3
 
ⅆ2𝑃

ⅆ𝜆2
 

3. 37 

The optical path length is given by 

𝑃 = 2𝑙 cos𝛽 3. 38 

where β is the angle of the dispersed beam after the first prism and l is the distance between the 

two apices of the prisms. Therefore, the calculation of the derivatives of the P results in the 

following expression with the approximation of a small β angle  

𝐺𝐷𝐷𝑝𝑟ⅈ𝑠𝑚 ≈
𝜆3

2𝜋𝑐3
 [−4𝑙 {2 [ (

ⅆ𝑛

ⅆ𝜆
)
2

] + 4 (
ⅆ2𝑛

ⅆ𝜆2
) (𝑟0)}] 

3. 39 

where r0 is the beam diameter. We ended up with two different terms: the first term depends on 

the distance between the two prisms and has a negative sign, and the other depends on the optical 

path length and has a positive sign. We can tune the amount of GDD produced in the setup by 

changing the distance between the two prisms. Using the Sellmeiers' equation and calculating the 

derivatives of the refractive index for the prism material, we can simplify this expression to a first-

order inequality. To have negative GDD, one needs to determine the prism separation parameter l 

from GDD < 0. Therefore, the distance between the two apexes of the prisms is estimated by 

calculating the available dispersion in different dispersive optical elements within the setup. By 
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increasing the distance, we increase the amount of negative GVD experienced by the beam to 

compensate for the positive dispersion generated by the dispersive elements.  

 Trebino suggested several different prism configurations, including four-prism, double 

prism, and single prism setups. They have a standard building block, through which the beam must 

go through the setup four times to compensate the chirp and correct the spatial and angular chirp. 

With the details of these setups, they have their pros and cons. The four-prism setup requires ample 

space, and to vary GDD over an extensive range, the separations between the prisms must be varied 

and maintained precisely equal to each other. In addition, if the input wavelength changes, all four 

prisms must be rotated by precisely the same amount maintaining equal incidence angles for all 

the prisms. The unfolded setup could be simplified to two components by replacing the last two 

prisms with a periscope after the second prism and folding the beam back through the first two 

prisms. This design is more straightforward, and tuning and maintaining the setup is less 

burdensome. For the experiments presented in this thesis, we made a prism-pair compressor, as 

shown in Fig. 3.14. A single-prism compressor has solved the alignment technicalities by reducing 

the number of dispersive elements to one and tuning GDD using a corner cube. In our attempt to 

make a prism compressor, we did not go for this option due to the challenges of finding appropriate 

corner cubes with low dissipation.  

 

Figure 3.15.  Cross-correlation between UV (263 nm) and NIR (790 nm) pulses. (a) uncompressed 

beam, (b) compressed beam. 
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 3.3.4 Pulse characterization 

 Characterization of the Third Harmonic Generation: For the experiments discussed in 

this thesis, the prism compressor was built in a folded geometry using a pair of CaF2 prisms, cut 

at Brewster's angle for our third harmonic wavelength; the distance between the two prisms was 

determined using estimates of the dispersion in various transmitting optics within the setup. CaF2 

was preferred over fused silica due to the less dispersive character at ultraviolet wavelengths, thus 

reducing in particular the amount of higher-order dispersion introduced by the prisms. 

Characterization of the uncompressed and compressed UV pulse duration was performed by an 

XFROG-type measurement in which the pulse characterization is based on the cross-correlation 

measurements of the NIR and UV pulses using difference frequency generation (DFG). The NIR 

arm's pulse duration was measured independently by a FROG and optimized to 23 fs. We mixed 

the fundamental and the third harmonic in a BBO crystal identical to the one we used in the third 

harmonic stage. A computer-controlled delay stage varied this NIR path length to provide a 

variable time delay between UV and NIR pulses. The resulting second harmonic signal 

representing the cross-correlation between the two pulses was measured as a function of the pump-

probe delay using an Ocean Optics FLAME-S-XR1-ES spectrometer. Once the two pulses overlap 

in time, we obtain the maximum yield of the second harmonic signal. The resulting signal had two 

practical applications. First, the signal's peak position in time represents the temporal overlap of 

the two pulses that we could use for the real molecular time-resolved studies.  

Second, this signal was used to characterize the prism-pair compressor and tune it to get the 

shortest possible third harmonic signal. The uncompressed beam was measured to about 85 fs with 

the careful selection of the nonlinear crystals, i.e., preferring thinner crystals for the sake of getting 

the shortest pulse duration over the higher efficiencies with thicker crystals. After tuning the prism 

compressor [237], we could bring the pulse duration down to about 32 fs, close to the transform 

limit (about 21 fs) calculated assuming a Gaussian pulse envelope for the available bandwidth 

shown in Fig.3.7 (b). The corresponding cross-correlation traces for uncompressed and 

compressed pulses are shown in Fig. 3.15. 

 To check the performance of the prism compressor, we scanned the delay stage around the 

optimal position, and in XFROG traces, we observed the change in the slope of the spectrogram 

by going in the two directions. The results are shown in Fig. 3.16. 
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Figure 3.16.  Scanning the XFROG traces by changing the separation of the two prisms. The 

projections onto the delay axis are shown on the bottom. Changing the sign of the chirp from 

positive to zero and continuing to the negative sign is evident in the graphs. 
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 It was critical to do this measurement with a replica of the identical pulses that are focused 

into the chamber. Therefore, the measurement was performed after passing through the dispersive 

elements and right before the COLTRIMS entrance. Subsequently, the compressed UV pulse was 

combined with the NIR pulse from the delaying arm and routed to the COLTRIMS chamber.   

 

Figure 3.17.  Cross-correlation between UV (263 nm) and NIR (790 nm) pulses used for the FHG. 

 

 Characterization of the Fourth Harmonic Generation:  The generated fourth harmonic 

was combined with the delayed NIR pulse and co-linearly propagated through a 50 μm BBO. In 

order to find the temporal overlap and characterize the fourth harmonic duration, the cross-

correlation of the fundamental and the third harmonic signal was measured through the DFG 

process. The resulting signals were sent to the spectrometer and characterized similarly to the way 

we characterized THG. The measurements show a cross-correlation with FWHM of 140 fs 

depicted in Fig. 3.17.   
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Figure 3.18.  High-intensity laser filamentation experimental setup. Focusing of co-propagated 

UV (198 nm) and NIR (790 nm) pulses in the air decreases the transmission of the UV pulse 

passing through the plasma produced by the NIR pulse and thus causes the UV beam intensity 

drop, allowing us to find the temporal overlap. The imaged UV beam profile reveals a hole at NIR 

early in the inset. 

 

 In addition to the regular DFG process, we used an approach previously described by 

Dachraoui et al. [238] for finding the temporal overlap between FH and NIR pulse and confirm 

the pulse duration obtained from the DFG measurement. Nonlinear pulse propagation involves a 

self-induced, intensity-dependent refractive index variation across the mode profile, resulting in 

self-focusing that tends toward eventual collapse if the beam's power exceeds the critical power 

threshold for self-focusing. The beam ionizes the medium at high enough intensities, generating 

plasma and preventing collapse by defocusing the beam. A self-guided light structure known as a 

laser filament is formed when the self-focusing is balanced by the plasma-defocusing effect and 

diffraction. We focused the combined high-intensity beams in the air resulting in nonlinear effects 

such as Kerr-effect and free-electron formation, which decrease the fused silica transmission. The 

corresponding optical setup is shown in Fig. 3.18. 
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 Delaying the NIR pulse to arrive earlier than FH causes the FH beam intensity drop, 

allowing us to find the temporal overlap and characterize the pulse duration. The intensity drop 

persists up to hundreds of picoseconds, corresponding to the long-lived free electrons inside the 

plasma channel [239]. We estimated 300-600 ps for the plasma lifetime (equivalent to 10-20 mm 

on the delay stage). Fig 3.18 shows the projected image of the diverged FH beam profile containing 

a hole due to the filamentation when UV arrives later than NIR. The resulting drop of the signal is 

shown in Fig. 3.19. To obtain transmitted UV signal, we used a dispersive element (here, a prism) 

to better separate the NIR pulse, which could make the image scrambled and challenging to find 

the hole. In the next step, the FH signal is sent to the spectrometer to be quantified. Deconvolution 

of the signal results in FWHM of about 143 fs, which corresponds to the pulse duration of the FH 

beam of about 140 fs, similar to the results obtained using the DFG technique. 

 

Figure 3.19.  Measured signal of the transmitted UV pulse as a function of the delay between the 

UV and NIR pulses. The NIR-induced plasma results in a drop in the UV intensity when the NIR 

pulse precedes the UV pulse. Deconvolution of the drop results in full width at the half maximum 

of cross-correlation function (FWHM) of about 143 fs, which corresponds to a pulse duration of 

198 nm beam of about 140 fs. 
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 3.4 COLd Target Recoil Ion Momentum Spectrometer (COLTRIMS) 

Spectroscopy is a probing approach used extensively in a broad range of disciplines, from 

astronomy to quantum physics. “Conventional” atomic and molecular spectroscopy focuses on 

investigating light-matter interactions as a function of wavelength, the composition, and the 

physical properties of molecules and atoms in different physical phases. Momentum spectroscopy 

is a spectroscopic technique relying on measuring momenta of the particles resulting from photo 

fragmentation or ionization processes., which often reveals complementary information compared 

to traditional methods. If this approach yields 2D or 3D momenta of the fragments, it is sometimes 

called “momentum imaging”. These “momentum imaging” or “momentum spectroscopy” 

techniques typically rely on the detection of charged reaction products, ions or/and electrons, 

although experimental techniques capable of detecting neutrals also exist [203], [240]–[242]. A 

momentum imaging apparatus can measure complete 3D momentum vectors of several ions and 

electrons in coincidence in its most complete realization. Such machines are often called reaction 

microscopes (REMIs) [243], [244].  

The momentum measurement technique employed in this thesis is called COLd Target 

Recoil-Ion Momentum Spectroscopy (COLTRIMS). As indicated by its name, this method relies 

on using internally cold (and well-localized) targets provided by collimated supersonic gas jets. 

This enables achieving ion momentum resolution well below the limit set by the room-temperature 

thermal motion of the target particles, which is sometimes even sufficient to resolve the electron-

recoil contribution to the measured ion momentum. This technique enabled pioneering 

“kinematically complete” experiments on atomic and molecular fragmentation processes, where 

the complete 3D momenta of all created ions and electrons could be revealed [243]–[245]. 

Although the name explicitly refers to ion measurements, a typical COLTRIMS apparatus also 

includes an electron detection system. A sketch of the COLTRIMS setup used in this work is 

shown in Fig. 3.20. Even though, as shown in the figure, the electron detector was installed, the 

experiments described in this thesis did not involve any electron measurements. 

As illustrated in Fig. 3.20, in a COLTRIMS apparatus, a collimated supersonic beam of 

cold atoms or molecules is crossed by a projectile beam (in our specific case, a laser beam) in the 

middle of an ultra-high vacuum chamber housing the spectrometer and the detectors. The cross-

over between the two beams defines the interaction region. The spectrometer consists of a set of 

closely spaced electrodes that produce a homogeneous electric field in the interaction region. The 
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field guides the created ions and electrons towards two large-area time- and position-sensitive 

detectors located on each side of this acceleration region. The electrodes also screen the charged 

particles from external electric fields. The time of flight (TOF) and impact position on the detector 

are measured for each particle. From these data, each particle’s full-dimensional momentum 

vectors are computed. The TOF must be measured with respect to a trigger signal that uniquely 

defines the interaction’s timing, which is provided by a photodiode signal characterizing the arrival 

time of the laser pulse. The TOF spectrum includes two essential pieces of information. First, it 

allows one to sort all generated ions according to their mass to charge ratio, which in most cases 

results in different TOFs for different ion species. Second, the shapes of individual ion peaks 

contain information about the component of the initial ion momentum parallel to the spectrometer 

axis. The other two momentum components are obtained from the hit positions on the detector.  

 

Figure 3.20.  Schematic of the COLTRIMS apparatus with exemplary ions and electrons 

trajectories. The ions’ flight distance is denoted as L. 

 

 Supersonic gas jet: COLTRIMS requires a well-localized and cold target to achieve 

excellent momentum resolution for the recoil ions. Atomic or molecular target is introduced to the 

interaction region by a supersonic beam expansion, where the target under high pressure is injected 

into a high vacuum chamber through a nozzle of 30 μm diameter. During the supersonic expansion, 
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the free enthalpy and the thermal kinetic energy of atoms or molecules of the target are transferred 

into their kinetic energy in the beam propagation, producing a fast and internally cold beam. The 

supersonic jet also creates a shock wave that compresses the residual gas in the vacuum chamber. 

Only before the first shock, in the so-called “zone of silence,” the gas can expand freely [246]. To 

preserve the cooled beam and to restrict the perpendicular velocity distribution, the beam passes 

through a 200 μm skimmer, a reversed funnel made of copper, placed within the “zone of silence”, 

and is further collimated by two consequent downstream apertures of 1- and 2-mm diameter. The 

resulting beam has a narrow Boltzmann velocity distribution. The diameters of the openings and 

relative distances between the nozzle, skimmer, and slits have been adjusted to get the desired 

target density in the interaction region.  

 There must be a very good vacuum in the reaction chamber for COLTRIMS experiments. 

Otherwise, the single laser pulse would trigger many ionization and fragmentation events. In this 

case, one would obtain random coincidences between fragments originating from different 

ionization events. This would lead to a massive background in the recorded data. Correspondingly, 

the main chamber is kept at ultra-high vacuum (below 10-10 mbar) using several differentially 

pumped stages between the jet nozzle and the interaction region and a differentially pumped 

“catcher”, where the molecular beam is dumped. 

 

Figure 3.21.  Microchannel plate (MCP). (a) Schematic of an MCP. Left: a cut-out of a lead glass 

plate with microchannels. Right: an expanded view of an individual channel. Figure adapted from 

Ref. [247]. (b) Working principle of a delay-line anode (DLA). The amplified electron signal from 

the MCP hits the DLA, creating two pairs of signals with run-times towards the corners tX1; tX2 

and tY1; tY2. The hit’s x,y position information is determined from these signals.   
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 Spectrometer: The heart of the COLTRIMS machine is the spectrometer located in the 

main chamber. As illustrated in Fig. 3.20, a constant electric field is applied along the spectrometer 

through a stack of equally spaced electrodes connected by resistors. The spectrometer used in this 

work is not symmetric with respect to the interaction region. In the experiments described in this 

thesis, the ions are guided to the longer side of the spectrometer to increase the momentum 

resolution, and the electron side was not used. 

Detectors: In COLTRIMS experiments, charged particles are typically detected using a 

combination of microchannel plates (MCPs) and a delay-line anode (DLA) [248]. Such detector 

arrangement is also used in this work. Since a single charged particle cannot produce a measurable 

electrical signal, it must be amplified. Here, it is done by a triple stack of MCPs. Each of those is 

an approximately 80 mm diameter and 1-1.5 mm thick porous glass plate with numerous miniature 

electron multipliers channels with a diameter of approximately 12 μm (front plate) to 25 μm (back 

pair). When a charged particle hits the MCP, secondary electrons are created. An applied electric 

field then accelerates these electrons along the channels, producing even more secondary electrons. 

Thus, the stack of MCPs converts the impacting charged particle into an avalanche of electrons, 

resulting in a measurable electrical pulse used for the TOF measurement.  

 The amplified electron bunch impacts a DLA, consisting of two layers of wires wound in 

the direction perpendicular to each other. Each layer has two wires, signal and reference, kept at 

slightly different voltages. The impact on the wire causes an electrical pulse. This pulse propagates 

toward the ends of wires. The time difference in traveling time between the pulses is used to 

compute the electron impact position. The position of the hit denoted by the coordinate (Xj; Yj) is 

reconstructed from the time delay between signals arriving at the two ends of each wire. 

Xj = gx Δtx = gx (tL - tR) 3. 40 

Yj = gy Δty = gy (tU - tD), 3. 41 

where tL, tR, tU, and tD are the timing signals from the ends of the X and Y wires. The proportional 

constants are gx and gy, determining the propagation speeds of the signals in each direction.  

If we get the signal of both wires, the 2-D position of the events is obtained. For each wire, 

the total travel time towards both ends and, thus, the sum of the two timing signals must be 

constant. This restriction is used to eliminate false events by keeping only those events with a time 

sum within a small interval (determined by the length of the wire). In addition, the time of flight 

signal of the hit is picked up from the front side of the MPC. Therefore, as mentioned earlier, the 
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position and time of the events are obtained from the MCP and DLA signals. The position and 

time signals are amplified and sent to an electronic device called Constant-Fraction Discriminator 

(CFD) to generate a standardized NIM output signal independent of the height of the original pulse. 

These analog signals are then sent into a time-to-digital converter (TDC). The TDC used here 

allows for up to 16 hits per channel. TDC receives NIM pulse for amplified MCP signal and 4 

position signals from the CFD and converts them to digital signals. The MCP pulse gives us the 

TOF signal. A photodiode irradiated by the laser pulse triggers the TDC and the DAQ with a 10 

kHz repetition rate. The photodiode signal is treated as a reference signal, and all the time and 

position signals are measured with respect to this signal.  

 

Figure 3.22.  Sketch of the experimental setup for UV - NIR pump-probe experiments. The 

compressed 263-nm and the 790-nm laser beams are collinearly propagated and focused inside a 

supersonic target sample of methyl iodide molecules at the center of a COLd Target Recoil Ion 

Momentum Spectrometer (COLTRIMS). Ions were detected with time- and position-sensitive 

detectors. BS: Beam Splitter, BBO: Barium Borate, Cal: Calcite, DWP: Dual-Wave Plate, PPC: 

Prism-Pair Compressor, P1: Prism #1, P2: Prism #2, FM: Focusing Mirror. 
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 3.5 Experimental setup for pump-probe experiments with COLTRIMS 

In our femtosecond pump-probe experiments, the linearly polarized NIR laser pulse is split 

into two arms by an 80:20 beam splitter. The dominant split, transmitted through the beam splitter, 

generates the third harmonic of the fundamental with a two-step process involving two sequential 

higher-order harmonic generation steps arranged in a collinear geometry, as discussed in section 

3.3. With a central wavelength of 263 nm and a bandwidth of 4 nm, the UV pulse is directed 

through a home-built calcium fluoride double-pass prism compressor to compensate for the Group 

Velocity Dispersion (GVD) and minimize the UV pulse duration. DFG measurements show that 

the UV pulse is compressed to approximately 39 fs (FWHM in intensity). The NIR arm’s pulse 

duration was measured independently by a frequency-resolved optical grating (FROG) and 

optimized to about 23 fs. A computer-controlled delay stage varies this weaker beam’s path length 

to provide a variable time delay between UV and NIR pulses. The two pulses are recombined 

outside the COLTRIMS chamber. They are then focused onto a supersonic molecular beam by an 

in-vacuum, on-axis spherical concave mirror with a 7.5 cm focal length. 

The experimental setup for UV pump-NIR probe experiments using coincident ion 

momentum imaging is sketched in Fig. 3.22. The detector is calibrated using a well-known proton 

kinetic energy spectrum [249]. Moreover, to determine in-situ “time zero” for our pump-probe 

measurements, we used the cross-correlation signal resulting from two-color UV and NIR multi-

photon ionization of argon as shown in Fig. 3.23. 

 

Figure 3.23.  Measured cross-correlation between 790-nm and 263-nm pulses from PULSAR 

using two-color ionization of Ar from our COLTRIMS.  
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3.6 Data processing; 3D momentum imaging principles 

The data obtained in this work were recorded shot-by-shot using the NSCL SpecTcl DAQ 

system [250]. The ion TOF values and hit positions recorded for each individual laser shot are 

used to reconstruct the initial 3D momenta for the related events. All further observables, like KER 

values, absolute or relative ion emission angles, etc., are determined from these 3D momentum 

values [251]. In our COLTRIMS design, the laser propagation direction is along the x-axis, the jet 

direction along the Y-axis, and finally, the spectrometer axis is along the Z-axis, along which we 

employ homogenous fields. The interaction point, where the laser crosses the ion beam, is defined 

as the origin of the Z-axis (z0). The center of the detector is the origin of the hit coordinate (x0, y0). 

The ion imaging detector is parallel to the XY plane perpendicular to the spectrometer axis. 

Therefore, the motion of the ions in this plane is field-free. In addition, the motion of the ions along 

the Z-axis can be described as a constant acceleration motion. Using the Newton’s equation of 

motion, the three components of momentum gained by an ion of mass m and charge q accelerated 

in z-direction flying the distance from interaction region to the ion detector li are calculated as: 

𝑃𝑥 =
𝑚(𝑥 − 𝑥0)

𝑡 − 𝑡0
 

𝑃𝑦 =
𝑚(𝑦 − 𝑦0)

𝑡 − 𝑡0
 

𝑃𝑧 =
𝑚𝑙ⅈ

𝑡 − 𝑡0
−

1

2
𝑞𝐸(𝑡 − 𝑡0) 

where t0 is the interaction time offset due to laser molecule interaction in relative to the arrival 

time of photodiode signal to DAQ system to trigger data recording and also includes electronics 

delays. Now that we compute the momenta of the ion species generated in the light-molecule 

interaction we calculate the kinetic energy distributions of the ions and the total kinetic energy as 

well as the direction of the ejected ions. For the case of coincident analysis, the momentum vectors 

are linked through momentum conservation.  

 

 3.7 Peak intensity calibration 

 To interpret the experimental results, one needs to determine the intensity regime where 

the interaction happens. In the zeroth order of accuracy, the peak intensity of the ultrafast laser 
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pulse can be estimated from the laser parameters with an approximation of a Gaussian beam 

profile. Assuming the Gaussian intensity profile, this distribution is symmetric around the beam’s 

center and decreases as the distance from the center of the beam perpendicular to the direction of 

propagation increases.  

I(r) =  𝐼0   exp (
−2𝑟2

𝜔0
2

). 
3. 52 

Here, I0 is the peak intensity at the center of the beam, r is the radial distance from the center of 

the beam, and ω0 is the Gaussian beam radius, the radius at which the intensity is ⅇ−2 of the peak 

intensity. By integrating the intensity from 0 to r, the power distribution is obtained as a Gaussian 

distribution. 

 The total power is within a radius of 2ω0: 

P(r) = 𝑃0 [1 − exp (
−2𝑟2

𝜔0
2

)], 
3. 53 

𝑃0 = 𝐼0
𝜋𝜔0

𝜆
. 3. 54 

The beam size on the transverse axis (perpendicular to the propagation direction) and the radius of 

curvature is obtained as  

 

𝜔2(x) =  𝜔0
2[1 + (

𝜆𝑥

𝜋𝜔0
2
)2 ] , 

3. 55 

𝑅2(x) =  𝑥2 [1 + (
𝜋𝜔0

2

𝜆𝑥
) 2 ]. 

3. 56 

Parameters containing 𝜆 𝑎𝑛ⅆ 𝜔0, Rayleigh range XR=
𝜋𝜔02

𝜆
 shows the minimum radius of 

curvature at X= XR. From the spot size of the focus (𝜋𝜔0
2), the power (P), and the repetition rate 

(frep) of the laser and the pulse duration (τ), the peak intensity (I) are estimated as: 

𝐼 =
𝑃

𝜋𝜔0
2frep 𝜏

 , 
3. 57 

    𝜔2(x)= 𝜔0 
2[1 + (

𝜆𝑥

𝜋𝜔0 2
)2] = 𝜔02[1 + 

𝑥

XR
)2 ]. 3. 58 

If the focusing mirror with focal length f is at x = f. 

    𝜔2(x)= 𝜔0
2[1 + (

𝑥

f
)2 ]. 3. 59 

Since f >> XR, the radius of the beam at the mirror: 
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𝜔(f) =
𝜋𝜔0

2

𝜆
. 

3. 60 

Therefore, the radius of the focus can be written in terms of the focal length (f) of the mirror, size 

of beam (𝜔), and wavelength of light.  

𝜔0 =
𝑓𝜆

𝜋𝜔
. 

3. 61 

With our laser parameters, the estimated intensity of the UV beam at P= 4 mW is 5 × 1012 W/cm2.  

 Since the laser beam profile is not necessarily strictly Gaussian, and the exact focal volume 

profile in the COLTRIMS chamber is not known, alternative “in-situ” methods are often used for 

more accurate intensity calibration. To determine the absolute NIR pulse intensity, we used a 

procedure based on the measured recoil ion momentum distributions from the single ionization of 

Ne, as described in [249]. In this measurement, the ion momentum distribution directly reflects 

the momentum distribution of emitted electrons because of the momentum conservation. The 

intensity calibration is performed using a clear change of the slope of this momentum distribution, 

which corresponds to the transition between the directly emitted electrons and the so-called re-

scattering plateau [252]. According to a semiclassical three-step model of laser ionization [253], 

this transition corresponds to the electron (and thus, recoil ion) momenta of 2√𝑈𝑝 [249] where Up 

is the cycle-averaged energy of a free electron in the oscillating laser field called the pondermotive 

energy. Since Up is directly related to the pulse peak intensity (for radiation with frequency ω, Up 

= I/4ω, where all quantities are expressed in atomic units), the intensity can be readily calculated 

from the measured 2√𝑈𝑝 value. 
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Chapter 4 - Single- and multi-photon-induced ultraviolet excitation 

and photodissociation of CH3I probed by strong-field ionization  

This chapter studies UV-induced photodissociation dynamics of CH3I after photoexcitation 

at 263 nm using time-resolved CEI. As discussed in detail in Section 2.3.1, at this wavelength, 

one-photon absorption results in the excitation to one of the repulsive states within the A-band and 

subsequent C-I bond cleavage, dissociating the molecule into two neutral fragments, the CH3 

radical and the iodine atom in its ground or excited spin-orbit state. Besides this most probable 

one-photon excitation process, if the UV pump pulse is intense enough, two- or three-photon 

absorption becomes non-negligible. While the absorption of two UV photons excites the neutral 

molecule to one of the Rydberg states slightly below the ionization threshold, three-photon 

absorption results in ionization or dissociative ionization (DI). In all cases, the intense NIR probe 

pulse results in single, double or multiple ionization of bound or dissociating molecules, and the 

dynamics are mapped by monitoring delay-dependent yields and kinetic energies of the created 

ions. Here we combine the analysis of coincident ion pairs and “non-coincident” data, i.e., 

individual ionic fragments or parent ions. This approach allows us to consider all pump-probe 

scenarios ending up in different final charge states, and in most of the cases, enables conclusive 

assignment of specific fragmentation pathways. Classical Coulomb explosion simulations are used 

to verify our assignments for the final states with two charged fragments.  

 This chapter starts with discussing the molecular response to individual UV or NIR pulses. 

Single-pulse measurements present initial information on different dissociation and ionization 

pathways and provide reference data for the time-dependent pump-probe studies, facilitating the 

identification of pump-induced dynamics. Then we discuss time-resolved measurements and 

Coulomb explosion simulations.  

 

 4.1 Measurements with single UV pulses 

 Since the dominant UV-induced process considered in this chapter, the photodissociation 

of CH3I in the A-band, results in two neutral fragments, its signatures cannot be directly traced in 

the measurements with only UV pulses. However, since the absorption cross-section of the 

molecule is relatively low (approximately 1.4 MB at 263 nm), to have a meaningful signal-to-

noise ratio of the pump-probe measurement, we need to use rather a high pump pulse intensity. 
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We employed UV intensities in the range of 0.2 - 4 × 1013 W/cm2 (determined from the laser beam 

parameters presented in Section 3.7). Under these conditions, three-photon or higher-order 

processes resulting in ionization of the molecule are definitely possible and can be identified in 

UV-only measurements. 

 

Figure 4.1.  (a) Ion TOF spectrum from the ionization of CH3I by a single UV pulse at the intensity 

of 1.5 × 1013 W/cm2 intensity. 2-D TOF vs. position maps for two different TOF regions: (b) CHx
+ 

(c) I+ and CH3I
+. 

 

 Fig. 4.1 shows the measured TOF spectrum of detected ions using a 263 nm pulse with a 

peak intensity of 1.5 × 1013 W/cm2. Vertical lines indicate the ion TOFs for different species 

calculated assuming zero momentum along the spectrometer axis. The figure shows that the 

primary species generated with UV are singly charged ions, CH3I
+, CH3

+, I+ and H+, besides 

significantly lower contribution from the residual gas (broad features without labels). Since we do 

not consider channels involving deprotonation or hydrogen atom detachment in this work, we 

focus our further analysis on the heavier fragments. The spectrum clearly shows that the methyl 

(CH3
+) and iodine ions exhibit broad structures roughly symmetric around the zero-momentum 

lines. The left half corresponds to the ions flying towards the detector, and the right half 

corresponds to the ions initially flying in the opposite direction. The TOF vs. position maps are 

shown as 2-D maps in the insets of Fig. 4.1, representing scaled projections of the 3-D momentum 

sphere of specific species onto the x-y plane, determined by the TOF axis and the laser propagation 
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direction. These maps in insets manifest strong localized signals at the center of the images for 

CH3
+ and I+, which could be attributed to the multi-photon DI resulting in low KE of the fragments.  

 The corresponding ion kinetic energy (KE) distributions shown in Fig 4.2 are dominated 

by low-energy fragments. The CH3I
+ parent ions appear with essentially zero KE because, due to 

momentum conservation, almost all access photon energy for this channel is carried by the emitted 

electron. For CH3
+, besides the main peak very close to zero, we also observe a broad shoulder 

starting at ~0.5 eV. The dominant zero-energy channel could be attributed to the ionization to 

higher vibrational states of the cationic 𝐴̃ state, which dissociates via internal conversion to the 𝑋̃ 

state, resulting in the CH3
+ + I fragment pair [117]. The shoulder beyond 0.5 eV in CH3

+ spectrum 

as well as the events producing I+ ions most likely result from multi-photon ionization to one of 

the higher-lying repulsive states, which asymptotically generates either CH3
+ + I* or CH3 + I+ 

products. We will discuss these DI scenarios later in this chapter (see section 4.3 below).  

 
Figure 4.2.  Kinetic energy (KE) distribution of CH3

+, I+, and CH3I
+ fragments after CH3I 

ionization by a single UV pulse at the intensity of 1.5 × 1013 W/cm2 intensity. The inset shows the 

logged scale of the distribution over a larger KE range. 

 

 We did not observe any meaningful coincidence events from these measurements. 

Furthermore, we did not detect any doubly charged ions above the noise level. Both of these 

observations suggest that double ionization by the UV pulse alone can be neglected in our pump-

probe measurements 
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 Since ionization or DI of CH3I by the UV light at 263 nm energetically requires at least 

three photons, the yields of these processes should depend non-linearly on the UV pulse intensity. 

In Fig. 4.3, we present the results obtained at several different UV intensities to verify this 

dependence. The TOF spectra normalized to the number of laser shots for multiple UV powers are 

shown in Fig. 4.3 (a), whereas the normalized yields of individual ions as a function of UV powers 

are plotted in Fig. 4.3 (b). The average UV power has been varied from 2 × 1012 to 4 × 1013 W/cm2. 

In the perturbative regime and in the absence of any saturation effects, the ionization yield resulting 

from the absorption of n photons is expected to be proportional to the nth power of the laser 

intensity as In. Subsequently, for fixed pulse duration and focusing parameters, it should have a 

similar dependence on the pulse power (P), being proportional to Pn.  

 

Figure 4.3.  (a) Time-of-Flight (TOF) of the generated ions upon irradiation of the CH3I molecule 

with the single UV pulse at 263 nm and different UV intensities in the range of 1- 15 mW power 

equivalent to 5 - 7.5 × 1013 W/cm2 intensity. (b) The yield of the major ionic fragments as a 

function of UV intensities. The ion TOFs are labeled based on their mass-to-charge ratio, and solid 

lines show the power fits of the corresponding ion yield curves. 

 

 We fit the ionization yields of the individual ions in Fig. 4.3 (b) with a polynomial fit 

function of the form of αPn. We obtain the power dependence of n = 2.26 ± 0.06 for CH3I
+,  2.69  

±  0.14 for CH3
+, and 2.76  ±  0.07 for I+, which confirms the ionization rate of these ions scales 

nonlinearly with UV-intensity, proving the multi-photon nature of the process. However, the 

obtained values of n are lower than the value of 3 expected for a three-photon process. For the case 

of CH3I
+ with an ionization threshold of 9.54 eV, absorption of two photons in the blue edge of the 
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UV pulse spectrum (below 260 nm, see Fig. 3.7 (b)) can be sufficient for ionization, resulting in a 

possible mixture of two and three-photon processes. The production of CH3
+ and I+ ions, with 

energetic thresholds of 12.54 and 12.72 eV, respectively, needs at least three photons. The 

observed power dependence between two and three implies some degree of saturation for one of 

the absorption steps. Given the value of the absorption cross-section and our focal spot size, it is 

likely that the absorption of the first UV photon in the A band reaches a saturation regime above 

5 mW. This is consistent with the results of our pump-probe experiments performed with different 

UV pump power discussed later in this chapter. 

 

4.2 Ionization, dissociative ionization and Coulomb explosion of CH3I under 

intense NIR pulses 

Fig 4.4 shows the TOF spectra and TOF-position maps for CH3I molecule irradiated by 

NIR pulse with 2.8 × 1014 W/cm2. The same NIR intensity is used for all NIR-only data shown in 

this section. 

 

Figure 4.4.  (a) Time-of-flight (TOF) spectrum of the generated ions upon irradiation of the CH3I 

molecule with the single NIR pulse with 2.8 × 1014 W/cm2 intensity. The TOF peaks are labeled 

based on the mass-to-charge ratios. 2-D TOF vs. position maps for two different TOF regions, (b) 

CHx
+ (c) I+ and CH3I

+ show the DI and CE channels. 
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 Similar to the results for the UV pulse shown in Fig. 4.1, the spectrum is dominated by the 

bound parent ions (CH3I
+) and by CH3

+ and I+ fragments. However, in contrast to the UV spectrum 

of Fig. 4.1, non-negligible contributions from doubly charged ions are clearly distinguishable. In 

particular, the doubly charged parent ion could be seen as a localized narrow peak, reflecting the 

relatively small momentum sum of the two emitted electrons.  

Fig. 4.4 shows that the NIR pulse alone causes both DI and CE of the molecule in the 

absence of the UV field. The signatures of these two processes can be clearly observed in the CH3
+ 

TOF vs. position image shown in Fig. 4.5. The central, low-kinetic-energy region corresponds to 

the DI process, where the second resulting fragment, iodine, remains neutral. More energetic 

features consisting of two outer ring-like structures can be assigned to CE. In agreement with 

earlier studies [117], [136], these data indicate that more than one channel contributes to the CE 

of the molecule. These rings show marked parallel anisotropy and are attributed to excitation to 

different electronic states of the CH3I
2+ di-cation, which we will discuss in the following. 

 The (non-coincident) KE distributions of the CH3
+ and I+ fragment ions are shown in Fig. 

4.6. The spectra for both ion species show dominant peaks at nearly zero kinetic energy. These 

peaks, which correspond to the middle spot of the 2-D TOF vs. position maps, are due to the ions 

resulting from the DI of the molecule that have neutral partners. 

 

Figure 4.5.  CH3
+ TOF distribution as a function of ion hit position on the detector after ionization 

of the molecule by a single NIR pulse. CE: Coulomb explosion; DI: dissociative ionization. 

 

 Two peaks centered around 3.82 and 4.44 eV are distinguished in the high kinetic energy 

regions for the CH3
+ ions, reflecting the two ring structures observed in Fig. 4.5. They correspond 

to the CE of the molecule and originate from the coincident channel CH3
+ + I+. The peak energy 
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values of these pathways agree with that reported by Liu. et al. [153] and in more recent studies 

[117], [136]. The values reported in the latter studies were 3.9 and 4.6 eV. These features are also 

present for I+, but the limited energy resolution for smaller KE values does not allow to fully 

resolve them at the chosen settings for the spectrometer extraction fields. The CH3
+ energy 

distribution shows a weak feature at higher energies attributed to the CE with the higher-charged 

partner such as I2+. These assignments are confirmed by coincidence data analysis discussed later 

in this section. 

 

Figure 4.6.  (a) KE distributions of CH3
+ (b) and I+. The dominant peaks at nearly zero kinetic 

energy illustrate the molecule's DI. Two peaks centered around 3.82 and 4.44 eV correspond to 

the CE of the molecule and originate from the coincident channel CH3
+ + I+. The CH3

+ KE shows 

a weaker peak at higher energies due to the CE of the molecule with I2+fragment. 

 

 In order to identify different two-body breakup channels more reliably, a PhotoIon-

PhotoIon COincidence map (PIPICO) is commonly used. In the PIPICO spectrum shown in Fig. 

4.7, the ionization yield is plotted as a function of the time of flight of the first hit (TOF1) and the 

time of flight of the second hit (TOF2). Due to the momentum conservation along the TOF 

direction, ions fragmented from a molecule end up in a diagonal coincidence stripe. These sharp 

lines represent two-body breakup channels, where both ionic fragments from the same parent 

molecule are detected in coincidence, satisfying the momentum conservation condition. It should 

be noted that if the parent molecule breaks up, the momenta of the nuclei are much higher than the 

momentum sum of absorbed photons and emitted electrons. Apart from the sharp lines, events 

resulting from false coincidences, where the two detected ions originate from different molecules, 
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or from many-body breakup processes, where one or more fragments are not detected, appear as 

broad structureless features.  

 After selecting the channel of interest, particular gates, as shown in Fig. 4.7, can be applied 

on that coincidence stripe, and only the events within the chosen coincidence channel are 

maintained for further analysis. Besides setting a gate on the PIPICO spectrum, which reflects 

momentum conservation condition for the momentum components parallel to the spectrometer 

axis, similar conditions are set on the other two momentum components, parallel to the laser beam 

and molecular beam propagation direction. Adding such 3D momentum conservation filter helps 

to isolate all those events originating from a particular channel. The comprehensive details of such 

a coincidence analysis procedure can be found in [89], [251], [254].  

 
Figure 4.7.  Photoion-photoion coincidence (PIPICO) spectrum for the fragmentation of CH3I 

molecule by a single NIR pulse. The solid boxes indicate two selected coincident channels, and 

their zoomed-in maps are shown as insets. These maps also show a set of parallel lines reflecting 

the “incomplete” channels, where one or more hydrogens are detached. 

 

The PIPICO spectrum shown in Fig. 4.7 specifically illustrates two coincident channels 

that will be discussed in more detail below: (i) CH3
+ + I+ and (ii) CH3

+ + I2+. Besides these two 

structures, which are marked by the boxes and shown in the insets, there is also a long, tail-like 

feature in the main PIPICO spectrum, which originates from the line corresponding to channel (i) 

and goes towards the point corresponding to the TOF of doubly charged parent ions for both 
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detected ions. This line reflects the events where the doubly-charged parent ion is in a metastable 

state and decays into CH3
+ + I+ ion pair on its way towards the detector. A detailed analysis of this 

feature can be found in [255]. The spectrum lacks any sharp lines associated with H+, H2
+ and H3

+ 

ions TOF positions, indicating that these ions either have neutral partners or result from the 

outcome of the fragmentation of the parent molecule into three or more fragments. 

 

Figure 4.8.  Kinetic energy distributions of (a) CH3
+ and (b) I+ detected in coincidence after the 

single NIR pulse. The solid lines represent the experimental data. The vertical dashed lines depict 

the CE simulation results obtained assuming that two point-like charges are instantaneously 

created at the position of the iodine atom and at the center-of-mass of the methyl group at the 

equilibrium geometry of the neutral CH3I molecule. 

 

Fig 4.8 illustrates KE distributions of CH3
+ and I+ for the two-body breakup of CH3

+ + I+ 

under the coincidence condition. Compared to the KE distributions in the non-coincidence case, 

the events originating from the dissociative ionization of the singly charged fragments do not 

survive the momentum conservation filter, and the strong low-energy feature is thus absent in these 

distributions. Comparing these coincident spectra with the non-coincident results shown in Fig. 

4.6, we can confirm the assignment of the main high-energy features in the non-coincident spectra 

to the CH3
+ + I+ CE events. In this case, the energy sharing between the two fragments is 

determined by the inverse ratio of masses, with the lighter fragments taking most of the available 

KE. In this graph, the experimental data are compared with the prediction of a simple Coulomb 

explosion simulation (CES), which assumes instantaneous double ionization of the molecule at its 

equilibrium geometry and purely Coulombic final-state PEC, as described in section 2.6. 
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 The measured individual KEs are significantly lower than the energies obtained from this 

simple CES. There are two major factors that could contribute to this discrepancy. First, because 

of the nuclear motion between the two ionization steps, the CE can take place at a distance larger 

than the equilibrium distance, reducing the resulting CE energy. Second, more importantly, the 

PECs of the doubly-charged states of CH3I are definitely non-Coulombic. The appearance of the 

bound CH3I
2+ di-cations in the TOF spectrum is shown in Fig. 4.4., as well as the signatures of 

metastable di-cations observed in the PIPICO spectrum of Fig. 4.7, indicate the existence of a 

potential minimum for CH3I
2+. This is well-documented in the earlier work of Corrales et al. [136] 

 

Figure 4.9.  Potential energy curves along the C-I bond for the di-cation CH3I
2+. The potential 

curves that correlate with the same electronic state of I+ have been represented with the same color. 

The inset shows the potential energy curves after subtracting the purely Coulombic PEC and 

downward shifting in the energy axis to the zero-potential energy to better appreciate the bound 

character and its depth in the different electronic states of the di-cation denoted with different 

colors. PECs are adapted from Ref. [136]. 

 

 Their ab-initio calculations revealed the existence of such bound minimum in low-lying 

CH3I
2+ PECs, as illustrated in Fig. 4.9. While the higher di-cationic PECs show a purely repulsive 

character, for the lower PECs, particularly those correlated with I+ (3P2) fragments, the attractive 

covalence forces in the Franck-Condon region are comparable with the Coulomb force. This 

results in the formation of metastable states and in the reduction of the fragment energies. The 

kinetic energy of the fragments for each di-cation fragmentation channel can be obtained from the 



94 

 

depth of the well after the Coulomb energy subtraction. Based on their calculated PECs, they 

assigned the experimental peak at 4.41 eV to the channel yielding the ground state CH3
+ and I+ 

(1D2), whereas the peak at 5.23 eV was assigned to several contributing channels, including 3P2,1,0, 

and 1D2.  

 

4.3 UV-induced photodissociation of CH3I studied with time-resolved ion 

momentum imaging  

 This section presents the results of UV-NIR pump-probe experiments on CH3I 

photodissociation dynamics, which employ time-resolved CEI as a probing scheme. Here, the 

observables discussed in the previous sections, such as yields and KE distributions of coincident 

and non-coincident ionic fragments, are analyzed as a function of UV-NIR delay. For most of the 

experiments discussed here, we used the UV pump pulse intensity of ~1.5 × 1013 W/cm2 and NIR 

probe pulse intensity of 2.8 × 1014 W/cm2, corresponding to the values used in single-pulse 

experiments illustrated in Figs. 4.1 - 4.2 and Figs. 4.4 - 4.8, respectively. The pump-probe data 

below are shown for this combination of intensities unless explicitly stated otherwise. In addition, 

for several studies, we scanned either the pump or the probe intensity. Since this section mainly 

focuses on two-body dynamics involving C-I bond cleavage, the events resulting in the breakup 

of the methyl group (e.g., the detachment of one or more hydrogen atoms or protons) are not 

considered here.  

 As briefly mentioned at the beginning of this chapter, even though the central goal of this 

work is to study the dynamics following the absorption of a single UV photon, at the pump pulse 

intensities used here, contributions from the competing processes resulting from the absorption of 

two or three UV photons cannot be neglected. Figs. 4.10 - 4.12 illustrate three basic scenarios for 

probing the dynamics induced by one-, two- or three-photon absorption in a pump-probe 

experiment with an intense NIR probe. These scenarios are discussed employing a set of PECs for 

neutral and cationic states of CH3I obtained as a 1D cut of molecular PESs along the C-I 

internuclear distance coordinate. The curves are adapted from Ref. [119], [136]. 

1. A-band dissociation:  After the absorption of a single UV photon, resonant single-photon 

excitation results in a rapid C-I bond cleavage and breaks the molecule into neutral CH3 and I 

fragments. A subsequent delayed NIR probe pulse can singly, doubly, or triply ionize the 

dissociating molecule. Correspondingly, the photodissociation dynamics can be mapped by 
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analyzing delay-dependent yields and KE distributions of CH3
+ and In+ ions resulting from the 

interaction of the molecule with pump and probe pulses. This scheme is shown in Fig 4.10. 

Pump: CH3I → CH3I* → CH3 + I 4. 1 

Probe: CH3 + I → CH3
m++ In+ (m = 0, 1; n = 0 - 3) 

 

Figure 4.10.  A-band dissociation. Excitation schemes and relevant electronic states in UV-

photodissociation of CH3I followed by strong-field ionization to cationic or di-cationic states by 

the probe pulse. Potential energy curves (PECs) are adapted from [119], [136]. 

 

2. Rydberg excitation: Absorption of an additional pump photon can transfer the population to 

higher-lying Rydberg states of the molecule. Although the absorption of two UV photons from 

the high-energy tail of our UV spectrum (below 260 nm) can result in ionization, for our central 

wavelength of 263 nm, two-photon absorption populates the states just slightly below the 

ionization threshold, which can be ionized by a single NIR photon from the probe pulse. As 

sketched in Fig. 4.11, two-photon excitation to Rydberg states can proceed directly via quasi-

instantaneous absorption of both UV photons or involve a non-negligible time delay between 

the two absorption steps within the duration of the UV pulse. In the latter case, the first photon 

excites the molecule to the dissociative A-band manifold and, while dissociating, it can absorb 

a second photon, resulting in the population of somewhat lower Rydberg states at larger C-I 
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distances. Under this scenario, a delay-dependent yield of bound parent ions is a useful pump-

probe observable, in addition to methyl or iodine fragments. 

Pump: CH3I → CH3I**  

Probe: CH3I** → CH3I
+ 

4. 2 

 

Figure 4.11.  Excitation to higher-lying Rydberg states by either a direct transition or through 

intermediate neutral excited states. Excitation schemes and relevant electronic states in UV-

photodissociation of CH3I followed by multi-photon ionization, probing to cation, and di-cation 

states.  Potential energy curves (PECs) are adapted from [119], [136].  

 

3. Dissociative multi-photon ionization: At high UV intensities, another possible scenario is 

multi-photon dissociative ionization (DI) by the pump pulse. As discussed in Section 4.1, this 

scenario requires the absorption of at least three UV photons, and its relevance can be 

monitored by the appearance of low-energy CH3
+ and I+ ions in the UV-only data, as well as 

by their dependence on the UV pulse intensity. This excitation scheme is illustrated in Fig. 

4.12. 

 

Pump: CH3I → CH3I
+ → CH3

+ + I / CH3 + I+ 

Probe: CH3
+ + I / CH3 + I+→ CH3 

++ In+ (n = 1, 2, 3) 

4. 3 
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Figure 4.12.  Excitation schemes and relevant electronic states for UV multi-photon dissociative 

ionization. Potential energy curves (PECs) are adapted from [119], [136].  

 

 4.3.1 Channel identification by comparison of coincident and non-coincident data 

 We start our presentation of the pump-probe results with the non-coincident data for CH3
+ 

and I+ fragments. Fig. 4.13 shows the delay-dependent KE distribution for all detected CH3
+ (a) 

and I+ (b) ions. These maps include contributions from all possible final states resulting in the 

production of at least one of those singly charged ions, which might have either neutral or charged 

partners. To complement these data, in Fig. 4.14, we show a similar spectrum but for CH3
+ and I+ 

ions detected in coincidence with each other in the same measurement. Here, the kinetic energy 

release (KER) for this channel, which is calculated as a sum of individual KE of CH3
+ and I+, is 

plotted as a function of UV-NIR pump-probe delay. While all the events plotted in Fig. 4.14 are 

included in Fig. 4.13 (a) and (b), these two graphs also contain additional events, where the 

corresponding CH3
+ (4.13 (a)) and I+ (4.13(b)) ions appear with either neutral partner, or with some 

other charged fragment. 
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Figure 4.13.  Delay-dependent kinetic energy distribution of (a) CH3
+and (b) I+ ions. Here, as well 

as in all other delay-dependent graphs, negative and positive delays correspond to the NIR and UV 

pulses arriving first, respectively. The projections of these graphs onto the kinetic energy axis in 

the delay range of 2.5 ̶ 3 ps (black) and -500 ̶ -100 fs (red) are shown on the left. (c), (d) The 

projections of the areas marked by dashed rectangles, centered at 1.25 eV in (a) and 0.1 eV in (b), 

onto the delay axis. The projections peak at the delay values of 75 fs for CH3
+ ions shown in (c) 

and at 35 fs for I+ ions in (d). 

 

 There are two structures that display a similar shape in Fig. 4.13 (a, b) and Fig. 4.14. First, 

in all three graphs, there is a horizontal high-energy band consisting of two lines, which appear to 

be essentially delay-independent except for the small region around zero delay. As can be seen 

from the projections on the KE axis, the KE distribution for this region is nearly identical to the 

corresponding region in the KE spectra obtained with the probe pulse alone (shown in Fig. 4.6 and 

4.8 for the non-coincident and coincident data, respectively). Therefore, this two-peak structure 
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mainly reflects the events, where double ionization and subsequent CE occur in the NIR pulse 

without a pronounced effect from the UV pump. The molecules contributing to this band either 

did not absorb any UV photons or remained bound after their interaction with the UV pulse. This 

assignment is also consistent with the results of our earlier UV-NIR [98] and NIR-NIR [117] 

pump-probe experiments, where a very similar structure has been observed. The origin of the two 

peaks within this feature and its washed-out appearance in non-coincident I+ data have already 

been rationalized in section 4.2. 

 

Figure 4.14.  Delay-dependent KER distribution of the two-body coincidence channel CH3
+ + I+. 

The projections of KER distribution in the delay range of 2.5 ̶ 3 ps (navy) and -500 ̶ -100 fs 

(orange) are shown on the left. For the former projection, the shaded area is also shown in log scale 

as an inset to illustrate the shape of the low-KER part. 

 

Second, a descending band, which appears as a triangular-shaped structure overlapping 

with the high-energy feature discussed above around zero delay and propagates towards lower 

KER values as the delay increases, can be observed in both non-coincident and coincident spectra 

of Figs. 4.13 (a, b) and Fig. 4.14. While in the coincident plot shown in Fig. 4.14, this band splits 

into two after a few hundred femtoseconds and can be clearly resolved at larger delays, in the non-

coincident spectra of Fig. 4.13 (a, b), it merges with intense low-KE structures within less than 

500 femtoseconds. This feature is due to the molecules dissociated by the pump pulse and then 

doubly ionized and Coulomb-exploded by the probe at increasing internuclear separations. This 

channel represents the main scenario that is used for studies of photodissociation dynamics in this 
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chapter and will be discussed in detail below. However, we first start with a discussion of the 

features that do not appear in the coincident graph of Fig. 4.14 but are present in single-ion data 

shown in Fig. 4.13. 

In general, such events can be coarsely classified into three different groups. First, there 

could be CH3
+ or I+ ions from multiple ionization of the molecule that is produced with a charged 

partner but not with each other. For CH3
+ in Fig. 4.13 (a), signatures of such channel(s) can be 

traced at high KEs (above 6-7 eV). The corresponding CH3
+ ions result from the breakup of triply-

ionized molecules or from even higher charge states and appear with doubly- or multiply-charged 

iodine partners. Most of those events can be identified in other two-body coincident spectra like 

the CH3
+ + I2+ channel, which will be discussed below. For I+ ions in Fig. 4.13(b), such 

contributions from multiple ionization are more difficult to identify since the methyl group does 

not remain stable with two or more charges, resulting in a variety of several possible few-body 

breakup channels. Second, some of CH3
+ and I+ ions in Fig. 4.13 could originate from (CH3I)2 

dimers, a small fraction of which is present in our molecular beam. Third, most importantly, the 

majority of the low-KE CH3
+ and I+ ions in Fig. 4.13, absent in the coincident data of Fig. 4.14, 

result from the events where only one ionization occurs after both pump and probe pulses. 

 

4.3.2 Pathways contributing to the low-energy region of non-coincident CH3
+ and I+ 

spectra 

For both CH3 
+and I+, the low-KE region contains a significant amount of events resulting 

from the DI of CH3I induced by either UV or NIR pulses alone (quantitatively dominated by the 

latter). The KE distributions of the corresponding contributions are identical to those shown in 

Figs. 4.2 and 4.6, respectively. They are delay-independent and peak close to zero. In addition, the 

UV pulse often induces dissociation of the neutral molecule, producing methyl and iodine 

fragments which can be ionized by the NIR probe pulse. If the NIR pulse arrives before the 

molecule dissociates, this scenario could lead to the production of a singly-charged parent ion, 

CH3I
+, which either remains bound or dissociates along one of the ionic repulsive PECs. In 

contrast, if the NIR pulse arrives when the neutral molecule is already fully dissociated, single 

ionization always generates one of the ionic fragments, either CH3
+ or I+. This effect results in the 

enhancement of the low-KE CH3 
+and I+ ion yields at large positive delays (compared to negative 



101 

 

delays, where the NIR pulse arrives first), as can be clearly seen in the corresponding projections 

onto the delay axis shown in Fig. 4.13 (c) and (d), respectively.  

The KE distribution of these fragments is determined by the shape of the repulsive PECs 

of neutral CH3I (see Figs. 2.7-2.8 and 4.10) and, at large delays, manifests two peaks, which reflect 

the dissociation pathways producing ground-state I(2P3/2) and spin-orbit-excited I(2P1/2) state 

iodine atoms. For CH3
+ ions in Fig. 4.13 (a), these two channels appear as two horizontal bands at 

large delays, or as two peaks in the projection of the large-delay region onto the KE axis, both 

centered as ~1.3 eV for CH3 + I* and at ~2 eV for CH3 + I channels (see the discussion in section 

2.3.1.1). This interpretation is consistent with the results of earlier non-coincident pump-probe 

experiments [98], [138]. While the signatures of these two bands can also be traced in Fig 4.13 (b) 

for I+ ions, at much lower KE values determined by the 15:127 fragment mass ratio, they are much 

less distinct because of the limited KE resolution and very low absolute KEs. It should be noted 

that at the delays larger than a few hundred femtoseconds, the same dissociation events but probed 

via a doubly charged state (i.e., ending up in the CH3
+ + I+ final state) produce CH3

+ or I+ ions with 

essentially the same kinetic energies, as can be seen from the comparison of Figs. 4.13 (a,b) and 

4.14. This is because at large delays (and, thus, at large internuclear separations), the Coulomb 

repulsion between the final-state ions becomes negligible, and the KE of the ions is determined by 

the energy gained during the dissociation along the neutral PECs. 

 

 4.3.2.1. Non-coincident spectra in the “overlap” region and the role of light-induced 

conical intersection 

While the contributions from the pathways discussed above can reasonably account for the 

formation of the non-coincident spectra of Fig. 4.13 at large delays, they cannot explain the 

behavior of the low-energy part of these spectra around zero delay, where the UV-pump and NIR- 

probe pulses fully or partially overlap. While an overall enhancement of ionization signal driven 

by the simultaneous presence of both pulses can be expected and is a common feature of such 

pump-probe experiments (see, e.g., [98], [99], [256]), the results of Fig. 4.13 for both ions manifest 

a pronounced maximum at a non-zero delay (75 fs for CH3
+ and 35 fs for I+, see Fig. 4.13 (c) and 

(d), respectively) for the KE value approximately coinciding with the KE of the CH3 + I* band. 

Moreover, for CH3
+, a titled band starting at zero KE at zero delay and reaching the region of 
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maximum enhancement at ~75 fs can be observed in the spectrum, as highlighted in the inset of 

Fig. 4.13 (c), where the enlarged view of the corresponding region is shown. A similar tilted feature 

has been observed in earlier experiments [137], [138], where it was attributed to the creation of a 

light-induced conical intersection (LICI) in neutral CH3I by moderately intense NIR pulse. 

 

Figure 4.15.  Schematics of the LICI formation. A UV pump pulse prepares a wave packet in the 

3Q0 excited state, while the (time-delayed) NIR pulse creates the LICI, here shown as the crossing 

of 3Q0 and the ground 𝑿̃ 1A1 state shifted up in energy by one NIR photon. For sufficiently strong 

fields, the NIR pulse can also induce a strong modulation of the potentials around the LICI, as 

shown by dashed red and blue lines. Adapted from Ref. [137]. 

 

This scenario is schematically depicted in Fig. 4.15. In brief, with the UV pulse only, the 

molecule mainly dissociates via a repulsive excited state (in our specific case, 3Q0), with some part 

of the wave packet channeling to 1Q1 PEC via a conical intersection, as discussed in section 2.3.1.1. 

At some larger internuclear distance (~5.4-5.5 a.u in Fig. 4.15, corresponding to ~2.9-3 Å), this 

excited state is separated from the ground state by one NIR photon, which in the presence of the 

NIR results in the creation of LICI. When crossing such LICI, part of the wave packet, for which 

the kinetic energy acquired while evolving in the excited state is enough to overcome the remaining 

bond energy, can proceed to dissociation via the (up-shifted) ground state. This results in the 

production of CH3 + I (2P3/2) fragment pair; however, because of the potential well in the ground 

state, the KE energy of the fragments are lower than for both “regular” UV-induced dissociation 

channels. As detailed in Ref. [137], the exact value of the KE, location of the LICI  as well as the 



103 

 

shape of the molecular PECs in its vicinity depend on the wavelength, intensity and duration of 

the NIR pulse, as well as on UV-NIR delay. However, qualitatively, the KER of the corresponding 

channel (and, thus, the KE of the resulting individual fragments) varies from zero, when the wave 

packet has just enough energy to overcome the bond energy, to the full energy of the excited-state 

channel when all parts of the excited-state wave packet dissociate without being disturbed by the 

NIR pulse. This is reflected in the tilted band highlighted in the inset of Fig. 4.13 (c). 

The experiment in Ref. [137] employed a dedicated “control” NIR pulse with variable 

parameters to induce the LICI and a separate probe pulse at a very large delay. In contrast to our 

experiments, the NIR pulse has a dual role in forming the low-KE part of the spectrum. First, it 

reshapes the PES and creates the LICI. Second, it probes the photodissociated fragments via 

ionization. It should be noted that since the intensity of the NIR pulse is rather high (2.8 × 1014 

W/cm2), and the LICI formation is a one-photon process with respect to NIR light, the effective 

time window where it is possible can be much longer than the 23-25 fs FWHM duration of the 

pulse. For example, the UV-induced wave packet can pass through the LICI already in the leading 

edge of the NIR pulse, well before its maximum, where the ionization is likely to occur. Therefore, 

even though the delay of 75 fs corresponding to the maximum of the CH3
+ signal in Fig. 4.13 (c) 

lies outside of the direct overlap between the UV and NIR pulses if it is considered in terms of 

FWHM of both pulses, it is still likely that at least up to this delay, the grows of the signal, which 

is also accompanied by the increase in the KE of the corresponding ions, is driven by the presence 

of the LICI created by the NIR pulse. We should also note that in the experiment in Ref. [138], 

where the configuration was similar to the present study, but both pulses were significantly longer, 

the tilted low-energy feature at small delays manifested a very similar shape. 

While the interpretation based on the LICI picture gives a reasonable explanation for the 

KE and the temporal shape of the low-KE CH3
+ signal, it cannot directly account for different 

positions of the maxima of the delay-dependent CH3
+ and I+ signals, which is clearly observed in 

Fig. 4.13 (c, d). The exact origin of this difference still remains unclear. A similar effect was also 

observed in an earlier experiment UV-NIR pump-probe experiment reported in Ref. [256]. There, 

the authors considered and ruled out pure ionic- or Rydberg-state dynamics as potential scenarios 

behind their observations and focused on the pathways involving initial one-photon excitation in 

the A-band, followed by the absorption of additional UV photon(s) later in the pump pulse. In this 

scenario, first UV-photon absorption initiates the A-band dissociation and launches a wave packet 
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on the repulsive excited states manifold. While the wave packet is accelerated on these PECs 

before the probe pulse arrives, it can absorb further UV photon(s), e.g., from the trailing edge of 

the pulse. As sketched in Fig. 4.11, the absorption of one additional UV photon results in the 

transition to one of the high-lying Rydberg states slightly below the ionization threshold, which 

can be coupled to the ground (X̃) or to the first excited (Ã) ionic states by simultaneous or 

subsequent absorption of one or a few NIR photons. If the wave packet moving down the neutral 

PECs has already gained enough energy, it can escape the corresponding ionic potential well and 

result in the production of CH3
+ or I+ ions. Since the asymptotic limit for the production of I+ is 

~0.6 eV higher than for CH3
+ (see Fig. 4.16), the range of internuclear separations where it remains 

accessible with two UV and three NIR photons is smaller than for CH3
+ generation, which can 

cause an earlier peak of the delay-dependent I+ signal in Fig. 4.13 (d). Alternatively, if, in total, 

three UV photons are absorbed from the pump pulse, the molecule can be directly ionized to the 

ionic Ã state. In this case, the transient I+ signal can be influenced by the position of one-photon 

NIR resonance with one of the higher-lying repulsive states converging to the CH3 + I+ limit. 

 

Figure 4.16.  Schematic of relevant energy levels for neutral and ionic states involved in one- and 

two-photon excitations in the Franck-Condon region and the asymptotic regime. The values are 

obtained from Ref. [164] 

 

We argue that potential contributions from one of the two mechanisms outlined above, 

which add up to the events originating from the formation of the LICI, are likely responsible for 
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different temporal behavior of the low-KE I+ and CH3
+ signals at small delays. Since both of these 

mechanisms are non-linear with respect to the UV photoabsorption, they should manifest a non-

linear dependence on the UV pulse power. Although a dedicated experiment, where we measured 

the yields of the corresponding channels as a function of UV power, did not deliver conclusive 

results, we did observe certain deviation from linear dependence, which is consistent with potential 

contributions from two- or three-photon channels 

 

 4.3.3 Probing UV-induced dissociation dynamics with coincident CE imaging 

As illustrated by the analysis presented in section 4.3.1, in a measurement exclusively 

relying on non-coincidence imaging mode, an ambiguity exists in the assignment of the 

counterpart fragment ion(s). This ambiguity can be resolved by employing a coincident momentum 

imaging approach (see, e.g., [86], [244], [257], [258]), where all the fragment ions generated from 

a single parent ion are detected in coincidence. Consequently, unambiguous identification of all 

ionic final-state products of a molecular breakup can be achieved for such coincident 

measurement, which often helps to identify and disentangle different fragmentation pathways. In 

this section, we employ two-body ion-ion coincident measurements to map UV-induced 

photodissociation dynamics in CH3I. 

 

4.3.3.1. A-band dissociation dynamics triggered by a single-photon excitation 

We start with analyzing the delay-dependent KER distribution map for the CH3
+ + I+ 

coincident channel shown in Fig. 4.14. As discussed in section 4.3.1, this map mainly consists of 

two structures: the delay-independent two-fold band between 4 and 6 eV, which results from the 

CE of the molecules that remain bound after the pump pulse, and the delay-dependent bands, which 

propagate towards lower KER values at the large delay and reflect the CE of dissociating 

molecules. Since we extensively discussed the delay-independent high-KER feature in sections 

4.2 and 4.3.1, we will now focus on the delay-dependent structure. In contrast to the non-coincident 

data of Fig. 4.13, its evolution can be clearly resolved at large delays where it splits into three 

channels. The two strongest channels, which separate from each other within the first 200 fs and 

become nearly flat at large delays, centered at KER values of ~2.3 eV and ~1.5 eV, can be assigned 

to double ionization and CE of the neutral molecule dissociating upon the absorption of a single 

UV photon. In accordance with the discussion in section 2.3.1.1 and earlier in this chapter, the 
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more intense of these two bands (converging to ~1.5 eV) is due to the CH3 + I* channel dissociating 

along the 3Q0 PEC, whereas a somewhat weaker band at larger KER reflects a transition to the 1Q1 

state and dissociation to CH3 + I fragments. As detailed in section 4.3.1 above, in the non-

coincident maps of Fig. 4.13, these bands merge with the horizontal structures reflecting the same 

dissociation dynamics but probed via single ionization at large delays, where the Coulomb 

repulsion between the ions in the final state becomes negligible.  

The above channel assignment is consistent with the results of earlier experiments [98], 

[138] and is also confirmed by the results of our simulations, which will be discussed below. These 

simulations also shed light on the nature of a triangle-shaped structure, which can be observed 

close to zero delay, where both delay-dependent and delay-independent features in Fig. 4.14 

overlap. However, before discussing this structure, we will consider the origin of the third channel, 

which can be observed within the dissociating band of Fig. 4.14 at lower KER.  

 

4.3.3.2. Dissociative ionization dynamics triggered by a three-photon excitation 

In Fig.4.14, a diffuse band below the most intense descending line can be observed starting 

from ~200 fs, which reaches KER values between 0.5 eV and one eV at the largest positive delays. 

This band is significantly weaker than the two main features discussed above, such that in the 

projection onto the KER axis, it can be clearly distinguished only in a logarithmic-scale 

representation shown as an inset. We attribute this band to the events where the pump pulse triggers 

dissociative ionization (DI) via one of the cationic states, which is then further ionized and 

Coulomb-exploded by the NIR probe pulse. We make this assignment based on the following 

arguments. First, from the UV-only single pulse experiments described in section 4.1, we know 

that the pump pulse at the intensities used in our pump-probe experiments induces measurable DI 

signal, which includes both CH3
+ + I and CH3 + I+ channels. Second, the KER values and overall 

appearance of this band closely resemble the results obtained in the earlier NIR-NIR pump-probe 

experiment [117], which studied the dissociation dynamics in the cationic states of CH3I. Third, 

most importantly, it is corroborated by the dependence on the intensity of the UV pump pulse.  

 As discussed in section 4.1 and at the beginning of section 4.3, and also highlighted in Fig. 

4.12, the DI by the UV pulse at 263 nm requires the absorption of at least three UV photons. This 

should result in the non-linear dependence of the corresponding signal on the UV intensity (and 

power), which is illustrated in Fig. 4.3 (b) for the measurements with a single UV pulse. To study 
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such dependence of the low-KER band in our pump-probe experiment, in Fig. 4.17, we present a 

delay-dependent KER distribution for the CH3
+ + I+ coincidence channel similar to that shown in 

Fig. 4.14 but measured with three different UV pump pulse intensities.  

 

Figure 4.17.  Delay-dependent KER distribution for the CH3
+ + I+ coincidence channel at different 

UV intensities. (a) 1 × 1013 W/cm2; (b) 2 × 1013 W/cm2; (c) 3 × 1013 W/cm2. NIR peak intensity is 

kept at 5 × 1014 W/cm2 for all three panels. The appearance of the extra third curve at higher UV-

intensities is clearly distinguishable. 
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 The intensity of the NIR probe pulse is kept constant. Qualitatively, the contribution from 

the low-KER dissociation channel is essentially absent at the lowest pump intensity, confirming 

that it originates from a non-linear process. To address this more quantitatively, in Fig. 4.18, the 

projections of the delay-dependent maps of Fig. 4.17 onto the KER axis are shown for the delay 

range between 2.5 and 3 ps. The data are normalized to the maximum of the displayed KER 

distributions at ~1.5 eV, which results from single UV photoabsorption and, thus, is expected to 

scale linearly with UV intensity. As expected, the second single-photon channel at ~2.3 eV 

manifests identical intensity dependence. At the same time, the low-KER feature between 0.5 and 

1 eV clearly manifests a steeper, non-linear dependence on the UV pulse intensity, confirming that 

it originates from the multi-photon DI process. 

 At our central wavelength of 263 nm, three UV-photons absorption carry the total energy 

of 14.1 eV. As can be seen from Figs. 4.12 and 4.16, it is well above the asymptotic dissociation 

limits for all low-lying dissociating states (sketched in both figures). However, while this energy 

is sufficient to populate the high-lying vibrational levels of Ã state, it is not enough to directly 

reach any of the higher-lying repulsive ionic states in a vertical transition. Although it is known 

that the vibrational levels above υ = 10 for CH3I
+ Ã state dissociate via internal conversion to the 

X̃ cationic state, converging to the asymptotic limit of CH3
+ + I (2P3/2), this process proceeds on a 

time scale much slower than the delay range of Figs. 4.14 and 4.17 [117], [150], [180]. It also does 

not produce I+ ions, which are certainly observed in our UV-only experiments (see Figs. 4.1–4.3). 

Therefore, our experimental observations suggest that the three-photon DI by the UV pump pulse 

at least partially proceeds via the direct population of one of the repulsive ionic states. In a “vertical 

ionization” scenario, this can be realized by absorbing more energetic photons from the blue 

spectral edge of the UV pulse. However, more likely, such transition can be facilitated by 

intermediate dynamics upon the absorption of the first one or two UV photons. Such dynamics can 

result in the stretching of the C-I bond in one of the intermediate states and, since the lowest ionic 

repulsive curve is rather steep (see Fig. 4.12), it can become accessible by the absorption of the 

last photon(s) at somewhat larger internuclear separations. 

 A broad KER distribution of the DI feature at large delays in Figs. 4.14 and 4.18 is 

consistent with the single-pulse kinetic energy spectra shown in Fig. 4.2. A Coulomb explosion 

simulation confirming the assignment of this feature in the delay-dependent KER maps will be 

presented at the end of the next section. 
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Figure 4.18.  The projections of the KER distributions of Fig. 4.17 onto the KER axis for three 

UV-intensities. Only the events in the delay range of 2.5 ̶ 3 ps are included. The small peak very 

close to zero results from false coincidences. The counts are normalized are normalized to the 

maximum of the KER distributions at ~1.5 eV. 

 

 4.4 Coulomb explosion simulation  

To support the assignment of particular regions in the delay-dependent coincident ion 

spectra shown in Figs. 4.14 and 4.17 to particular photofragmentation pathways, and to understand 

the origin of a non-trivial “triangle-shaped” structure appearing in these spectra at small UV-NIR 

delays, in this section, we present a set of Coulomb explosion simulations (CES) and compare 

them with the experimental data. Since basic principles behind these simulations have been 

presented in section 2.4, only the specific details of the procedure used for two-body CES 

discussed in this section are given here.  

 

 4.4.1 Modelling the dissociation process 

In CES of pump-probe experiments described here, the KER of a resulting fragment ion 

pairs at each time delay is calculated as a sum of the translational energy Etrans that both fragments 

have after the photodissociation and the energy of Coulomb repulsion ECE between the two ions in 

the final state: 

𝐾𝐸𝑅 = 𝐸𝑡𝑟𝑎𝑛𝑠 + 𝐸𝐶𝐸 4. 4 
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Assuming a purely Coulombic final-state PEC, the value of 𝐸𝐶𝐸 can be calculated using 

Eq. 2.17. To correctly approximate the dissociation of neutral CH3I molecules along C-I 

internuclear distance, in this work, we use the real shape of the known dissociative 3Q0 and 1Q1 

PECs taken from Ref. [119]. The time-dependent velocity is then computed using a classical 1-D 

model assuming initial zero velocity and acceleration resulting from moving on these dissociative 

PECs. 

𝑣(𝑟) = √2(
𝑈(𝑟0) − 𝑈(𝑟)

𝜇
) 

4. 5 

Time-dependent changes in C-I internuclear distance r during the dissociation can be obtained 

from the following equation: 

𝑡 − 𝑡0 =  ∫
ⅆ𝑟

√
2
𝜇 (𝑈(𝑟) − 𝑈(𝑟0)

𝑟

𝑟0

 4. 6 

Here r0 is the equilibrium distance, U(r0) is the potential energy at the excitation point, μ is the 

reduced mass in a two-body dissociation, and t-t0 is the pump-probe delay.  

 This modeling assumes that the initial photoexcitation exclusively populates the 3Q0  state 

by absorption of one 263 nm photon at time zero and equilibrium internuclear distance of 2.18 Å. 

To simulate the dynamics on the 1Q1 state, we calculated the delay time and the corresponding 

internuclear distance where the excited wave packet to the 3Q0 state reaches the conical 

intersection, and some excited molecules are depopulated and leaked to this state. This coordinate 

is determined to be about 9.17 fs and the C-I distance of 2.37Å. 

The calculated time-dependent velocity and internuclear distance are shown in Fig. 4.19 

(a) and (b), respectively, for both 3Q0 and 1Q1 states. These graphs illustrate how the wave packet 

velocity increases from zero to its asymptotic values approximately at 50 fs and remains nearly 

constant afterward, and how the internuclear distance varies with time delay. Since the 1Q1 state is 

steeper, rolling down this surface results in a higher final velocity, depicted in Fig. 4.19 (a), and a 

larger slope in the corresponding time-distance curve in Fig. 4.19 (b). To test how sensitive the 

time-dependent dissociation velocity and internuclear distance are to the detailed shape of the PEC, 

in the following, we compare the results obtained using the realistic PEC for the 3Q0 state with the 

predictions of two simplified models often used in literature. These models either assume that the 
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dissociating fragments fly apart with constant velocities [98], [155], [259] or that the velocity rises 

exponentially towards its asymptotic value [99]. 

 

Figure 4.19.  Time-dependent velocity (a) and internuclear distance (b) using the actual shape of 

the dissociative PECs of 3Q0 and 1Q1 states. The steeper slope of the 1Q1 state results in a more 

significant acceleration and final velocity. Comparison between time-dependent velocity (c) and 

internuclear distance (d) using different dissociation velocity distributions; the velocity of 

dissociation on 3Q0 surface, constant velocity distribution, and exponential rise velocity. 

 

The results of this comparison are shown in Fig. 4.19 (c) and (d) for dissociation velocity 

and internuclear distance, respectively. While the constant velocity model clearly overestimates 

the internuclear separation at a given time, the exponential rise model resembles the PEC-based 

model much better, with only slight deviations in the velocity values at short delays. This deviation 

is attributed to the shape of the 3Q0 PEC, which a single exponential function cannot fully describe. 
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The calculations by Alekseyev et al. [119] showed that this state has a shallow minimum of about 

0.1 eV, which lies outside of the Franck-Condon region and shifts toward larger internuclear 

distances.  

 

 4.4.2 Simulations with a purely Coulombic di-cationic states 

Modeling the dissociation process described above provides the necessary input for the 

CES, directly yielding the first term in Eq. 4.1 as well as the time-dependent internuclear 

separation, which is needed to calculate the second term in that equation, ECE. Fig. 4.21 compares 

the CES results with the experimental data for three different dissociation models described above. 

In all cases, the final doubly-charged state is assumed to be purely Coulombic, such that the ECE 

term is simply proportional to the inverse of internuclear separation, as given by Eq. 2.17.  

 

Figure 4.20.  Comparison of CES based on different dissociation velocities for the 3Q0 state with 

the experimental delay-dependent KER distribution for CH3
++I+ coincidence channel. For all three 

curves, the final state is assumed to be purely Coulombic. 

 

Here, we only consider the wave packet propagating on the 3Q0 state. We used the known 

asymptotic KE for this dissociation channel to generate the curves for both constant velocity and 

exponential rise dissociation models. While all three CES curves match the experimental data well 

at large delays, all three models clearly overestimate the experimental KER at short delays, below 

~50 fs. Nevertheless, the dissociative PEC and the exponential rise velocity models yield the 
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results noticeably closer to the experiment than the constant velocity model. The latter model 

assumes that the asymptotic values of dissociation velocity and, thus, KE are reached 

instantaneously, which is not realistic at short delays and, thus, at small internuclear separations. 

Therefore, for modeling dissociation dynamics in the following discussion (both in this and 

subsequent chapters), we will use either the actual PEC or the exponential rise velocity model if 

the actual PEC is not readily accessible. 

 

 4.4.3 Simulations with calculated di-cationic PEC 

Despite noticeably smaller deviation from the experiment observed for more realistic 

dissociation models, neither of the CES curves in Fig. 4.20 yields good agreement with the 

experimental data at small delays. The main reason for this is the assumption of the purely 

Coulombic final state, which is known to be too coarse an approximation for low-lying di-cationic 

states of CH3I, which have a shallow potential well in the Franck-Condon region [138], [173]. In 

Fig. 4.21, we compare the CES assuming (a) the purely Coulombic final state with the simulation 

employing (b) the actual shape of di-cationic PECs calculated in Ref. [173]. In both cases, the 

dissociation dynamics are modeled for each of the 3Q0 and 1Q1 states using the actual PECs, as 

discussed above. For the calculation using the actual shape of the di-cationic PECs, equation 4.1 

is re-written as 

𝐾𝐸𝑅(𝑡) =
1

2
m𝑣 (𝑡)2 +

𝑘𝑞𝐶𝐻3𝑞𝐼

𝑟𝐶−𝐼 (𝑡)
+ 𝐸𝑐𝑜𝑟𝑟 ,  4. 7 

where v(t) is the time-dependent velocity, k is the Coulomb constant, qCH3 and qI are the charges 

on the methyl and iodine fragments, and rC-I is the time-dependent distance. Ecorr in this expression 

is the correction term accounting for the difference between the pure Coulombic interaction and 

the actual di-cationic PEC. 

 While the CES in Fig. 4.22 (a) still strongly deviate from the experimental results at small 

UV-NIR delays, the agreement with the simulations using the realistic di-cationic PECs in Fig. 

4.22 (b) is much better. Interestingly, each of the simulated curves in Fig. 4.22 (b) initially 

manifests the KER increasing with increasing delay. This reflects the fact that the neutral 

dissociative curves are steeper than the di-cationic curves near the Franck-Condon region. 

Moreover, for the lowest few di-cationic states, which clearly manifest the potential minimum 

[173], dissociation and CE are classically allowed only if the KE of the wave packet gained on the 
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neutral dissociative PEC is greater than the potential barrier’s depth; otherwise, it is classically 

forbidden. As shown in Fig. 4.24, the wave packet needs to propagate about 13 fs and 0.3 Å on the 

3Q0 to gain the energy needed to overcome the potential barrier in the lowest di-cationic state. For 

each of the simulated curves shown in Fig. 4.22 (b), part of the simulation corresponding to the 

classically forbidden region is shown as open symbols.   

 

Figure 4.21.  Comparison of the experimental delay-dependent KER distribution for CH3
++I+ 

coincidence channel. The simulation assumes purely Coulombic di-cationic final state (a) or using 

the set of non-Coulombic di-cationic PECs from Ref. [173] (b). Specific di-cationic PEC 

correlated with different I+ states used for each simulation are indicated in the figure. In both (a) 

and (b), the dissociation dynamics are modeled for both 3Q0 and 1Q1 states using the PECs from 

Ref. [119], as discussed earlier in this section. Open symbols for all curves represent the classically 

forbidden region (see text). 

 

Figure 4.22.  Enlarged view of the experimental data at small delays compared with the simulation 

assuming dissociation along 3Q0 and 1Q1 neutral PEC probed by the transition to the lowest di-

cationic PEC. 
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Figure 4.23.  The kinetic energy gained in dissociation along the neutral 3Q0 state compared to the 

depth of the potential barrier for the lowest di-cationic state. The wave packet must propagate 

about 13 fs and ~ 0.3 Å to gain sufficient energy to overcome the barrier. 

 

 The initial increase and subsequent decrease of the measured delay-dependent KER is 

clearly visualized in Fig. 4.23, which depicts the enlarged view of the corresponding region of the 

spectrum. This characteristic trend can be traced in both experimental and theoretical results. It 

should be noted that such behavior of the CE signal has been theoretically predicted in earlier work 

[138]. However, because of the non-coincident mode and significantly longer UV and NIR pulses 

used in that work, corresponding signatures could not be resolved in the experimental data. 

 4.4.4 Modelling dissociative ionization 

 Besides considering neutral dissociation dynamics, we also modeled the DI process that 

manifested itself as the lowest-KER channel in Figs. 4.14, 4.17 and 4.18. From comparing three 

different dissociation velocity models in section 4.4.1, we realized that besides a slight deviation 

at short delays, there is not much difference between the exponential rise velocity model and our 

other classical model using the actual shape of the dissociative PECs. Since, as discussed in section 

4.3, the DI can involve several different ionic states, we employed the exponential rise velocity 

model to simulate it. The asymptotic KER value of 0.4 eV used for this simulation was obtained 

from the experimental data measured at large delays.  

 The results of this simulation, as well as the simulation for two major neutral dissociation 

channels, are compared with the experimental data in Fig. 4.25. The lowest di-cationic PEC 
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(correlated with I+ (3P2) fragment) is used as a final state for all three simulations. As can be seen 

from the figure, the CES for the DI channel yields a decent agreement with the lowest descending 

band observed in the experiment. The broad and diffuse appearance of this structure between 0.4 

and 1 eV at the largest delay of Fig. 4.25 is consistent with the KE distributions for I+ and CH3
+ 

ions obtained in the experiments with single UV pulses (see Fig. 4.2). 

 

Figure 4.24.  CES of dissociative ionization channel using exponential rise dissociation velocity 

function and the simulated curve of I and I* channels with the actual shape of the dissociative 

states. The experimental data are the same as shown in Fig. 4.14. 

  

 4.5 CH3
+ +I2+ channel and enhanced ionization of the dissociating molecule  

 With the pump and probe pulse intensities that we use in our experiments, the dominant 

coincidence channel result from the double ionization of the molecule by the probe pulse. Still, we 

also have considerable amounts of triple ionization events, as evidenced by the appearance of CH3
+ 

+ I2+ coincidence line in the PIPICO spectrum shown in Fig. 4.7. Probing photodissociating 

dynamics by CE of higher charge state has several advantages. First, it provides a complementary 

set of observables for mapping the same dynamics discussed in previous sections but using a 

different final state. Second, the deviation from the Coulombic form for the final-state PECs 

becomes less pronounced for higher charge states, even though they are still not purely Coulombic 

for triple ionization of CH3I [173]. As a drawback, at moderate intensities, the statistics for 

coincident events resulting from the breakup of such higher charge states is typically rather limited. 
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Figure 4.25.  Delay-dependent KER distribution of the two-body coincidence channel CH3
+ + I2+ 

The projection onto the KER axis for the delay range of 2.5 ̶ 3 ps is shown on the left.   

 

In Fig. 4.26, we consider the delay-dependent KER distribution for the CH3
+ + I2+ 

coincidence channel obtained in the same measurement as the data of Figs. 4.13 and 4.14. Despite 

rather low statistics, we can identify two main features similar to those discussed in section 4.3 for 

the CH3
+ + I+ channel. First, there is again a delay-independent high-energy band, here located 

between 9 and 12 eV, which reflects triple ionization and CE of molecules that remained bound 

after the pump pulse. For the CH3
+ + I2+ data in Fig. 4.26, this band does not split in two as for the 

CH3
+ + I+ channel, since here the dynamics on the final-state PEC is not influenced by the existence 

of bound states. Nevertheless, the KER values observed in the experiment for this channel, as well 

as earlier theoretical analysis presented in Ref. [173], suggest that even for this channel, the final-

state PECs are not purely Coulombic. 

 Second, there is a descending feature, which starts from the top of the horizontal high-KER 

band at zero delay and propagates towards lower KER as the delay increases. This feature 

originates the A-band dissociation triggered by the pump, which is probed via CE at increasing 

internuclear separation. Similar to the results for the CH3
+ + I+ channel, this band splits in two after 

a few hundred femtoseconds, reflecting the wave packet propagation on 3Q0 and 1Q1 repulsive 

states, asymptotically resulting in CH3 + I* and CH3 + I dissociation, respectively. A contribution 

from DI triggered by the pump, which is clearly distinguishable at low KERs in Figs. 4.14 and 

4.17 for CH3
+ + I+ channel, in Fig. 4.26 is hard to distinguish because of diffuse background from 

false coincidence events. Since repulsive tri-cationic PECs are steeper than the neutral dissociative 
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states, the triangular-shaped structure discussed in sections 4.3 and 4.4 does not appear for the 

CH3
+ + I2+ channel.  

 

Figure 4.26.  Enlarged view of the delay-dependent KER distribution for CH3
+ + I2+ channel 

shown in Fig. 4.26 at small UV-NIR delays. The enhancement of the signal within the descending 

band around ~50 fs delay is distinct in this map. The projection onto the delay axis over the entire 

energy range is shown on the top. 

 

Another noticeable feature observed in the delay-dependent KER map of Fig. 4.26 is an 

enhancement of the signal in the descending CE channel at small positive delays. As shown in a 

zoomed-in view presented in Fig. 4.27, there is a pronounced maximum in the yield of this triply-

charged, two-body coincident channel in the delay window centered at about 50 fs. Assuming that 

the wave packet propagates on the 3Q0 dissociative PEC, 50 fs time corresponds to the C-I distance 

of 4.15 Å (see Fig. 4.19 (b)), which is approximately twice the equilibrium distance. This feature 

is clearly shifted to positive delays with respect to the position of the temporal overlap between 

the pump and the probe pulses, where overall enhancement of the ionization signal can be 

expected. As shown in the projection on the top of Fig. 4.27, the ionization signal starts to rise at 

about 20 fs, peaks around 50 fs and sharply decreases beyond 100 fs.  
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The shift of this feature with respect to time zero suggests that it is due to the so-called 

“enhanced ionization” of the molecular ion at certain internuclear separations. This phenomenon 

has been thoroughly investigated theoretically [260] and experimentally [101], [116], [145], [244], 

[256]–[262] for several diatomic and small polyatomic molecules. The basic idea of this 

enhancement mechanism, which is based on the electron tunneling picture, is illustrated in Fig. 

4.28 for a two-center system. In brief, if a slowly-varying external laser field tilts the molecular 

potential, at certain internuclear separations (red curve in Fig. 4.28 (b)), an electron localized at 

the “upper” potential well (sketched on the left) can tunnel into the continuum through the 

relatively narrow “inner” potential barrier. While at smaller internuclear distances (green curves 

in Fig. 4.28), the intramolecular barrier is small, and the delocalized valence electron can only 

tunnel into the continuum through the outer barrier, at larger distances (blue curves) the inner 

barrier becomes large, and the ionization (tunneling) process is essentially atomic-like. 

Correspondingly, the ionization rate at the intermediate separations (shown by the red curves in 

Fig. 4.28) can be strongly enhanced. The corresponding internuclear separation is then called a 

“critical distance”, Rc.  

 

Figure 4.27.  Schematic illustration of the electronic potentials of a diatomic molecule for three 

different internuclear separations illustrating the concept of “enhanced ionization”. The potentials 

are shown in the absence of field (a) and in the presence of a constant field (b). The red dashed 

curves correspond to the critical internuclear distance Rc. Adapted from Ref. [268]. 

 

While the scenario outlined above is often discussed as a reason for experimentally 

observed ionization enhancement at critical internuclear distances, which are typically about twice 
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the equilibrium distance, the enhancement mechanisms are not restricted to this scheme. For 

polyatomic molecules such as C2H2, Erattupuzha et al. [261] recently argued that the enhanced 

ionization occurs due to energy-upshift of lower valence energy orbitals as the bond length 

stretches, and the laser field couples multiple orbitals. As the valence states shift up, their binding 

energy is reduced, and, due to lower energy spacing, the coupling between the lower and higher 

states by NIR laser fields becomes more robust, leading to the enhancement in the ionization rate 

of the polyatomic molecules [261]. 

Detailed understanding of specific enhanced ionization mechanisms at work requires 

theoretical modeling beyond the scope of this work. However, the experiment can test whether the 

observed enhancement really originates from the distance-dependent ionization probability or it 

whether it can be due to some other factors like, for example, the dynamics triggered by the pump. 

In general, the signal enhancement observed in the delay-dependent KER distribution is shown in 

Figs. 4.27 and 4.28 appear to be rather similar to the results of other time-resolved experiments 

discussed in terms of enhanced ionization [116], [249], [264]. In order to test its origin, as shown 

in Fig. 4. 29, we repeated this measurement for three different intensities of the probe pulse. The 

logic behind this attempt is that if the enhancement is due to a larger ionization probability at 

certain internuclear distances, it should either disappear or become less pronounced for high probe 

intensities, which results in ionization saturation. Comparing the results presented in Fig. 4.29 (a-

c), we can conclude that this is indeed the case: for the highest probe intensity in panel (c), the 

enhancement of the signal in the descending band is hardly visible. 

Since we do not observe similar enhanced ionization signatures in the delay-dependent 

KER spectra for the CH3
+ + I+ channel, we assume that the enhancement observed in Figs. 4,26, 

4.27, 4.29 reflects an enhancement of the ionization rate of the di-cation. Previously, Liu et al. 

[153] reported enhanced ionization signatures for the ionization of CH3I
2+, resulting in further 

ionization to CH3I
3+ and its CE into the same CH3

+ + I2+ channel we discussed here. In that work, 

a critical distance for enhanced ionization was determined to be ~ 3.7 Å based on the KE 

distributions of the fragments obtained with a single NIR pulse. Although it is somewhat lower 

than the distance we can assign to the enhancement we observe, it is not unreasonable, since in a 

single-pulse experiment, the accessible delay range between the individual ionization steps is 

limited by the effective pulse duration, and, thus, it is likely to weight contributions from smaller 

internuclear distances more favorably.  
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Figure 4.28.  Delay-dependent KER distribution for the two-body coincidence channel CH3
+ + I2+ 

at three different probe pulse intensities. (a) 2.2 × 1014, (b) 2.8 × 1014 W/cm2, (c) 5 × 1014 W/cm2. 

The intensity of the pump pulse is kept constant at 1.5 × 1013, same as for Figs. 4.26 and 4.27. 

 

It should be noted that an enhancement very similar to the one discussed here was also 

observed in an earlier NIR-NIR pump-probe experiment [117] for the same coincident channel. 

The results of that study, which employed essentially the same NIR pump as this work, yield very 

similar estimate for the internuclear separation at which the enhancement occurs, supporting the 

argument that the distance-dependent change of the ionization probability of the di-cationic states 

of CH3I by the NIR pulse is indeed the reason behind our observations. 

 

 4.6 Two-photon Rydberg states excitation 

 So far, we have analyzed delay-dependent yields and KE distributions of iodine or methyl 

ionic fragments resulting from the breakup of singly-, doubly- or triply-charged final states of the 

molecule. This analysis mainly focused on mapping the neutral molecule’s photodissociation 

pathways upon single UV photon absorption, as well as on three-photon-induced cationic-state 

dynamics, and on some aspects of double and triple ionization of the molecule. However, as 
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discussed at the beginning of section 4.3, another likely process in CH3I excitation at 263 nm 

involves two-photon transitions to one of the high-lying Rydberg states. As sketched in Fig. 4.11, 

a broad range of Rydberg states, from directly below the ionization threshold to significantly 

lower-lying states, are accessible for such excitation, in particular, considering the rather broad 

spectrum of our UV pulse (see Fig. 3.7 (b)) and the possibility of intermediate dynamics on one of 

the dissociative states in the A-band. Although some implications of such processes have been 

discussed in relation to multi-photon DI in section 4.3.3.2, direct signatures of such two-photon 

excitation are hard to trace in the fragment ion spectra. To visualize these signatures, in this section, 

we examine the yields of CH3I
+ parent ions that remain bound after the interaction with pump and 

probe pulses. 

In Fig. 4.30 (a-e), the delay-dependent yields of singly-charged parent ion are shown in a 

delay interval of up to 2 ps for five different UV pump pulse intensities. The intensity of the NIR 

probe pulse is kept constant at 5×1014 W/cm2. The resulting spectra are normalized to [0,1]. While 

at the lowest UV intensity in Fig. 4.30 (a), the signal exhibits a pronounced enhancement in the 

overlap region, which is symmetric with respect to zero delay, at higher intensities, the spectra 

become asymmetric, with pronounced decaying feature gradually developing at positive delays.  

The symmetric spectrum at the lowest pump intensity is formed by direct two-color 

ionization of the molecule. Here, the dominant pump-induced process is one-photon excitation to 

the dissociative A-band. In the overlap region, this strongly facilitates ionization by the NIR pulse, 

resulting in pronounced signal enhancement. If the nuclear wave packet has enough time to 

propagate on the steep dissociative curve after the UV photoabsorption, subsequent ionization of 

the molecule results in fragment ions rather than the bound parent ion. Since the effective 

dissociation time is shorter than the UV pulse duration, the shape of the signal in Fig. 4.30 (a) is 

determined by the cross-correlation between UV and NIR pulses and not by the A-state 

dissociation dynamics.  

However, at higher UV intensities, the contribution from two-photon absorption becomes 

non-negligible. Rydberg states populated by such a two-photon process can be readily ionized by 

a single NIR photon. Since the excited states reached by the two-photon absorption typically do 

not undergo rapid dissociation, the two-color signal in Fig. 4.30 (b-e) extends to larger delays. The 

contribution of this process becomes more pronounced as the pump pulse intensity grows, such 

that a clear signature of the exponential decay of the signal can be observed in these spectra.  
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Figure 4.29.  (a-d) Delay-dependent yields of the singly-charged parent ion for different UV 

intensities (indicated in the figure). The NIR probe pulse intensity is kept constant at 5×1014 

W/cm2. The total fitted curves described by Eq. 4.8 are shown in red. The two components of the 

fit function are also plotted individually: the Gaussian distribution is shown in cyan, and the 

convolution function described in the text is shown in green. (f) Schematic of one-and two-photon 

excitation by the pump pulse followed by the ionization with a delayed NIR pulse. 

 

 The observed behavior suggests that the spectra presented in Fig. 4.30 are formed by two 

competing processes: (1) single UV photoabsorption followed by the NIR ionization in the Franck-

Condon region, and (2) two-photon UV excitation of Rydberg state series with subsequent single-

photon ionization by the NIR. The resulting transient two-color signal transforms from a quasi-



124 

 

symmetric Gaussian in the lowest UV intensity to an exponentially modified Gaussian distribution 

extending towards positive delays at higher intensities.  

 To characterize the contributions from these two processes more quantitatively, the time-

dependent parent ion signals of Fig. 4.30 (a-d) have been fitted using a superposition of two 

functions: A Gaussian function representing the cross-correlation of the two pulses, and an 

exponential decay function convolved with a Gaussian distribution of the same width, which is 

expected to account for the contribution from intermediate Rydberg states with a finite lifetime. 

This fitting is used to determine the weighting factors of each process constructing the time-

dependent signal. The expression for fitting the signal is given by [269]   
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where t0 corresponds to zero delay time, σ is the standard deviation of the Gaussian distribution, 

and τ is the lifetime of the exponential decay. The coefficients A and B represent the weighting 

factors of one-photon excitation and two-photon excitation, respectively. The total fit function as 

well as individual fit components are plotted in Fig. 4.30 (a-d). 

The results of the fits are summarized in Table 1, indicating the downward trend in the 

weighting factor of one-photon excitation accompanied by the growth of the two-photon 

contribution. As can be expected, the weighting coefficient reflecting the two-photon process 

gradually increases with increasing UV intensity. Remarkably, the extracted lifetime with respect 

to an exponential decay (330-340 fs) is very similar for all intensities where this contribution is 

non-negligible. 

 

Intensity 

(W/cm2) 

Single Gaussian 

coefficient (A) 

Convolution 

coefficient (B) 

Life-time 

(fs) 

1×1013 0.98 ~ 0.01 NA 

1.5×1013 0.82 0.30 339±2.91 

2×1013 0.78 0.47 336±3.47 

3×1013 0.55 0.76 330±1.018 

 

Table 4-1.  Parameters extracted from fitting the time-dependent parent ion signal of Fig. 4.30 as 

a function of UV-intensity. The coefficients A and B of fitting components represent weighting 

factors for both physical processes. 
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More specifically, two-photon UV excitation at a central wavelength of 263 nm (sum 

photon energy of 9.4 eV) prepares the system in higher-lying Rydberg states of 10d, 11d, and 12d 

series converging to the first ionization potential 2E3/2 at 9.540 eV [118], [154], [168]. 

The extracted exponential decay time of 330-340 fs most likely reflects the lifetime of the 

corresponding Rydberg states with respect to their dissociation. It should be noted that, to the best 

of our knowledge, the lifetimes of the highly excited states of CH3I have only been reported for 

the lower-lying levels so far. While for the B-band, the characteristic predissociation time was 

found to be much longer than the value we obtained here (~ 1.5 ps at the band origin, see section 

2.3.1.2 and references therein for details), for 6p and 7s, Rydberg states much shorter lifetimes, 

below 150 fs [154], [157] have been reported. Baumann et al. [157] have also discussed excitation 

of high-lying Rydberg states by the absorption of two 268 nm photons from a broadband 21 fs UV 

pulse, which was probed by a single VUV photoabsorption at 161 nm. They reported 478 ± 30 fs 

decay time for the corresponding decay time, significantly longer than the values observed in the 

present work. It remains unclear whether this difference was caused by a slightly different central 

wavelength or by the use of a very different probing scheme. Overall, theoretical modeling of 

molecular PESs for these high-lying states and understanding of specific dissociation pathways 

responsible for their decay is required for a more quantitative understanding of the observed 

lifetimes. 

 

 4.7 Summary 

In this chapter, we studied the photodissociation dynamics of iodomethane using UV pump 

- NIR probe measurements and employing ion momentum imaging as the probe scheme. 

Combining the analysis of coincident and non-coincident data, we disentangled signatures of one-

, two- and three-photon processes and mapped major dissociation pathways using the Coulomb 

explosion imaging (CEI) approach. Since photoexcitation at our central UV wavelength of 263 nm 

triggers resonant single-photon dissociation into neutral fragments breaking the C-I bond, most of 

the observed dynamics involve stretching this bond along one of the PECs within the A-band 

manifold. The most important result presented in this chapter is the CEI of this prototypical 

photochemical reaction. By combining channel-specific experimental data obtained with high 

temporal resolution and theoretical modeling, we achieved a detailed understanding of CEI pattern 

formation mechanisms and disentangled effects due to pump-induced dynamics from specific 
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features induced by the chosen probing scheme. In particular, we visualized the initial increase of 

the time-dependent CE energy for doubly-charged final states and highlighted the role of actual 

di-cationic PECs. Although such an increase was already predicted theoretically, to the best of our 

knowledge, it was not yet resolved experimentally. These results are important for many CEI 

studies of molecular dynamics employing doubly- or triply-charged final states. 

 Besides that, several other important findings are presented here. First, we demonstrated 

that similar dynamics in the neutral molecule can be probed by higher charge states, which are less 

influenced by the non-Coulombic nature of the final-state PECs. At the same time, this study 

identified signatures of enhanced ionization of intermediate molecular ion, highlighting the 

importance of saturating the ionization step for laser-induced time-resolved CEI. Moreover, we 

analyzed two-color-induced dynamics reflected in non-coincident singly-charged ion spectra, 

which can be, to a large extent, interpreted using the concept of light-induced conical intersection 

introduced in earlier work [137]. Finally, we visualized signatures of two-photon excitation to 

high-lying Rydberg states and determined their characteristic decay time. Together with several 

other studies of CH3I Rydberg state lifetimes, these results call for a more detailed analysis of 

Rydberg-state PESs for this prototypical system. 
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Chapter 5 - Imaging UV-driven photochemical dynamics in 

dihalomethanes at 263 and 198 nm  

Dihalomethanes have two carbon-halogen bonds, which makes them particularly 

interesting for investigating bond-selectivity in the photodissociation of molecules. As discussed 

in section 2.3.2, due to different broadband features in their UV absorption cross-section, which 

can result in different carbon-halogen bond cleavage, dihalomethanes exhibit rich dissociation and 

fragmentation dynamics (see Refs. [66], [187], [270]–[272] for some examples). Correspondingly, 

a range of probable photodissociation pathways upon UV photoabsorption goes far beyond the 

dynamics discussed in previous chapter for iodomethane, which mostly unfold along single C-I 

bond. In the following two chapters, we investigate some of these dynamics using the time-

resolved CEI approach. The main general motivation here is to study the effects originating from 

the presence of two halogen atoms. Besides the possibility of breaking different carbon-halogen 

bonds, the presence of another heavy nucleus provides more possibilities for genuine few-body 

dynamics. Correspondingly, in this and the next chapter, we mainly rely on three-body CE as a 

probing tool, which enables a more direct view into the correlated motion of two halogens and the 

methylene group compared to the two-body analysis discussed in Chapter 4.  

Here, we first discuss the dissociation dynamics of dihalomethanes upon absorption of a 

263 nm photon in the A-band. The selected molecular targets for this study are bromoiodomethane 

(CH2BrI) and chloroiodomethane (CH2ClI). As discussed in Chapter 2, in both cases, the C-I bond 

cleavage is expected to be the dominant dissociation channel, with a minor but non-negligible 

contribution of the C-Br  (or C-Cl) bond cleavage [187], [273]. For CH2BrI, the energy of a single 

UV-photon at 263 nm (4.70 eV) is sufficient to overcome the dissociation thresholds of either C-I 

or C-Br bonds or induce molecular halogen (IBr) elimination (3.84 eV), but is still below the 

energetic threshold for the three-body breakup (5.66 eV) [187], [188]. Two-photon absorption at 

263 nm or single-photon absorption at a shorter UV wavelength makes such three-body 

dissociation possible. For CH2ClI, the thresholds [273] are comparable to CH2BrI, and, therefore, 

qualitatively similar dynamics are expected. Therefore, we mainly focus on CH2BrI discussion 

and only briefly present the CH2ClI results for comparison.  

As a next step, we discuss dissociation dynamics in CH2BrI and CH2I2 (diiodomethane) at 

198 nm (in the B-band). We used identical probing schemes and NIR probe pulse intensities for 



128 

 

both UV wavelengths. As discussed in Chapter 2, since the dissociation pathways critically depend 

on the electronic excitation, branching ratios of different dissociation channels change at shorter 

wavelength. More specifically, at 198 nm, larger contributions from C-Br bond breaking, iodine 

monobromide (BrI) elimination and three-body dissociation (CH2 + Br + I) are expected compared 

to 263 nm results [187], [188]. Disentangling these fragmentation pathways and their comparative 

analysis for two different photoexcitation wavelengths is the central goal of this chapter. 

Methodologically, in doing this we—to a large extent—follow the three-body CEI data analysis 

procedures and channel identification scheme developed in earlier work [274] for CH2I2 

experiments at 800 nm and 266 nm, and extend them for the case of two distinguishable halogen 

atoms. 

Then, in Chapter 6, we specifically focus on two-body dissociation channels involving 

carbon-halogen bond cleavage upon 263 nm excitation, and study rotational motion of CH2X 

molecular reaction product (X = Br, I, Cl). As discussed in section 2.3.2, in single-photon 

dissociation of dihalomethanes, a substantial fraction of the excess photon energy can be deposited 

into internal degrees of freedom, triggering rotation of the molecular fragment (see Fig. 2.13 and 

the corresponding discussion). This effect is less pronounced in monohalomethanes like CH3I 

where the dissociation proceeds along the line connecting the center of masses of both reaction 

products. In contrast, it is expected to play much bigger role in dihalomethanes, where the 

photodissociation can exert significant torque on the molecular co-fragment [98], [99], [186]. We 

will present a detailed movie of this reaction in Chapter 6, while the main goal of Chapter 5 is to 

reliably identify and disentangle the contributing reaction pathways. 

 For all pump-probe experiments described here, the NIR laser peak intensity was kept to 

approximately 8×1014 W/cm2. From a technical point of view to have less than one event per laser 

shot, this turned out to be the highest intensity at which coincident measurements remained 

feasible. The intensity is set to such a high value in order to ensure significant rate in three-body 

coincident channels resulting from CE of triply- or multiply-charged states. As discussed in 

previous chapters, the CEI approach in general works better for higher level of ionization because 

the final-state PESs approach purely Coulombic ones. In addition, the use of higher probe intensity 

ensures that the probing efficiency is more uniform for all positions of the nuclear wave packet 

and less influenced by the dependence of ionization probability on molecular geometry. The 

intensity of the UV pump pulses was chosen in the range of 1-3 × 1013 W/cm2. Generally, one-
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photon excitation is the dominant dissociation channel at low UV pulse intensity, whereas at higher 

intensities multi-photon processes will be triggered, often undesired. However, due to the moderate 

absorption cross-section of CH2BrI (~2.25 MB [184] for 263 nm), to ensure a high contrast pump-

probe signal and a reasonable signal-to-noise ratio, we need to keep the pump pulse intensity 

relatively high, such that two- or three-photon absorption cannot be excluded. 

 Similar to the previous chapters, we first discuss molecular response to the individual UV 

and NIR pulses to identify dissociation and ionization pathways induced by the pump and the 

probe pulses alone. In the next step, we discuss the time-resolved measurements. Because the NIR 

probe pulse is the same for the experiments at both UV wavelengths discussed in this chapter, we 

begin the discussion with the results for single NIR pulse. 

 

5.1 CH2BrI molecule under a single NIR pulse 

 5.1.1 Non-coincident spectra 

Fig 5.1 shows the ion TOF spectrum obtained for the CH2BrI molecule irradiated by the 

NIR pulse with 8 × 1014 W/cm2 intensity. Here, the spectrum is dominated by the singly-charged 

parent ion (CH2BrI+) and almost all plausible singly-charged ionic fragments. The spectrum 

reveals the formation of a significant amount of doubly-charged parent ion (CH2BrI2+) and higher 

charged iodine and bromine ions, as well as non-negligible amount of molecular halogen ions 

(BrI+). Despite the very high peak intensity, single ionization and dissociative ionization, where a 

singly-charged fragment with a neutral partner is produced in a two-body fragmentation channel, 

are the predominant fragmentation pathways contributing to the spectrum. This is because of the 

focal volume averaging of the collected ion data. Even though in the center of the laser focus single 

ionization can be completely saturated, and all molecules are further ionized, in the wings of the 

focus, in the regions of smaller peak intensity, single ionization still remains the dominant channel. 

In this non-coincident TOF spectrum, different charge states of I and Br show comparatively broad 

structures with outer wings (or rings in TOF vs position maps) shoulders representing CE events. 

The measured KE distributions for the primary singly-charged photoproducts are shown in 

Fig. 5.2 without any coincidence conditions. All four spectra in Fig. 5.2 contain a strong DI peak 

at very low KE, and also noticeable CE contributions at higher energies, which are most 

pronounced in Br+ data shown in Fig. 5.2 (d). 
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Figure 5.1.  (a) TOF spectrum of the ions generated upon irradiation of CH2BrI molecule with the 

single NIR pulse with 8 × 1014 W/cm2 intensity. The TOF-position (specifically, TOF vs X 

coordinate, where X is the laser beam propagation direction) maps of selected ions (b-e) showing 

the DI and CE channels. 
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We analyze the corresponding two- and three-body coincident data to trace the 

contributions from various coincident channels to these spectra.  

 

Figure 5.2.  Kinetic energy (KE) distributions of ionic fragments of CH2BrI molecule after a single 

NIR pulse with 8 × 1014 W/cm2 intensity. The KE distributions are shown for the (a) CH2Br+, (b) 

I+, (c) CH2I
+, and (d) Br+ fragments, where the distributions are dominated by DI and CE peaks. 

 

 5.1.2 Two-body coincident analysis 

The PIPICO spectrum at this NIR intensity is shown in Fig. 5.3. It illustrates several 

“complete” two-body fragmentation pathways resulting from double, triple and quadruple final 

charge states. More specifically, we can trace CH2Br+ + I+, CH2I
+ + Br+, CH2

+ + BrI+, CH2Br2++ 

I+, CH2Br2++ I2+, and I++ CH2Br2+ coincident ion pairs. Due to the nearly equal abundance of the 

two isotopes of Br, 79Br and 81Br, each of these coincident channels results in two sharp diagonal 

lines in the PIPICO spectrum. For our further analysis, we select the lines corresponding to the 

heavier 81Br isotope.  
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Figure 5.3.  PhotoIon-PhotoIon COincidence (PIPICO) map for the fragmentation of CH2BrI 

molecule after a single NIR pulse. Dashed circles indicate the coincident channels, and their 

zoomed-in pictures are shown surrounding the map. Each coincident channel produces two 

diagonal lines due to the two naturally occurring 79Br and 81Br isotopes, which are nearly equally 

abundant. 

 

 The KE distributions for two most abundant two-body CE channels, CH2Br+ + I+, and 

CH2I
+ + Br+, are shown in Fig. 5.4. The available energy is shared between the co-fragments 

according to their masses, with the lighter species taking the larger share. While our main 

observable will be the sum of the energies of both fragments (or all three for later three-body 

analysis), here we also plot the individual fragment’s KEs on order to facilitate identifying their 

contributions in the non-coincident KE distributions of Fig. 5.2. It can be clearly seen that the 

individual KE peaks in Fig. 5.4 coincide with the CE features in the corresponding panels of Fig. 

5.2. The vertical dashed lines show the KE values expected from a simple CES, assuming that 

point-like charges are instantaneously created on the molecule that remains at equilibrium 

geometry. As shown in the figure, the simulated values fall into high-energy tails of the 

distributions and overestimate the experimental results. The main reason for this is the non-

Coulombic shape of the doubly-charged PECs, which have a potential minimum in the Franck-

Condon region, as discussed in detail for CH3I in the previous chapter. The existence of such 
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potential wells for di-cationic PECs of CH2BrI is also supported by the presence of bound doubly 

charged parent ion the TOF spectrum in Fig. 5.1. We should also note that the stretching of the 

corresponding carbon-halogen bond between the two ionization steps can also reduce the 

experimental KE values compared to the CES, which assumes instantaneous “vertical” ionization.  

 

Figure 5.4.  KE distributions of the two-body fragmentation of CH2BrI into (a) CH2Br+ + I+ and 

(b) CH2I
+ + Br+ coincident channels. The solid lines are the experimental data compared with the 

CES results shown with the vertical dashed lines. Each panel shows the assumed charge 

distributions and molecular geometries in these simulations. 

 

 5.1.3 Three-body breakup and triple-coincidence data 

The analysis of the two-body coincident channels we have discussed thus far can be 

generalized to many-body fragmentation channels, for instance, a three-body breakup pattern. For 

this purpose, the three ionic photofragments are measured in coincidence and depicted in a 

coincidence map called TRIple PhotoIon COincidence (TRIPICO), where the yield of the three 

ions detected in coincidence is plotted with respect to the TOF of one fragment and the sum of the 

TOFs of the other two fragments. Similar to a PIPICO spectrum, due to the momentum 

conservation along the TOF direction, if a multiply ionized molecule breaks up into three ions and 
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all of them are detected, they end up in coincident diagonal stripes in TRIPICO. A TRIPICO 

spectrum zoomed in on a region corresponding to the three-body breakup into CH2
+ + Br+ + I+ is 

shown in Fig. 5.5 (a), where the TOF of the lighter fragment (CH2
+) is plotted versus the sum of 

the two heavier fragments’ TOFs. This map also shows the incomplete channels where one or two 

hydrogens are missing. We ignore these channels in our current data analysis but they could be 

investigated in a similar manner. As for the two-body data in the previous section, in this figure 

we selected the three-body channel containing the heavier isotope, 81Br, surrounded by a blue box 

in our coincident channel selection. 

 

Figure 5.5.  TRIPICO map of the three-body breakup into CH2
+ + Br+ + I+coincident channel after 

the single NIR pulse. (a) The CH2
+ time-of-flight (TOF1) is plotted versus the sum of Br+and I+ 

times-of-flight (TOF2 + TOF3) with the blue box showing the coincident channel with 81Br. This 

map also contains incomplete channels with the CH+ and C+ fragments. (b) The corresponding KE 

distributions of the individual fragments and the total KER distributions of this three-body 

breakup. The yields of the fragments are normalized to 1 for the maximum count. The vertical 

dashed lines represent the simulated values assuming instantaneous CE from the equilibrium 

geometry.  

 

 The KER distribution and the KE of the individual fragments corresponding to this three-

body breakup channel are shown in Fig. 5.5 (b). The predictions of the CE simulation assuming 

the molecular geometry at equilibrium geometry are compared with the experimental results. Here, 

again, the simulated values lie in the high-energy tail of the experimental energy distributions due 

to the non-Coulombic nature of the final-state PECs and potential elongation of molecular bonds 

between the individual ionization steps. 
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 As discussed in Chapter 2, to map intermediate molecular geometries of the molecule that 

undergo dissociation and, thus, to identify different dissociation and fragmentation pathways, 

evaluation of different momentum correlation patterns of the three fragments can be very helpful. 

We start this analysis plotting the measured yield of the CH2
+ + Br+ + I+ three-body breakup 

channel as a function of its total KER and the angle between the momentum vectors of the two 

halogen ions. The schematic definition of the emission angle (θ23) and the resulting 2D KER-θ23 

map for this channel are shown in Fig. 5.6. Note that even though the angle θ is related to the bond 

angle of the neutral molecule, the relation is not direct and the two angles should not be confused.  

 

Figure 5.6.  KER-θ23 map for CH2
+ + Br+ + I+ channel, where the measured yield of such three-

body events is plotted as a function of their KER values and the measured angle between the I+ 

and Br+ momentum vectors. The dominant features of this map are marked with dashed circles. 

The red dot shows the (KER, θ23) value obtained from the CES simulation assuming instantaneous 

CE at the equilibrium distance of the neutral molecule. Molecular geometry cartoon and the 

definition of the plotted angle are schematically depicted on the left. 

  

 Two distinct regions in this KER-θ23 map are marked: (1) a dominant feature centered at 

14-15 eV KER and at an emission angle of about 140˚, and (2) an adjacent weaker structure at 

about 12 eV covering the whole angular range up to 180˚. A red circle within this structure shows 

the (KER, θ23) value obtained from the CES assuming instantaneous CE at the equilibrium distance 
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of the neutral molecule. Overall, our CESs as well as an analogy with earlier results obtained for 

CH2I2 [274] suggest that the events in region (1) mainly originate from the concerted breakup of 

the bound molecule. Moreover, based on the conclusions of previous work [112], [274], we can 

tentatively assign region (2) at lower KER and larger emission angles to the sequential breakup of 

the molecule. In the following, we will provide more information explaining and justifying these 

assignments. 

 Throughout this chapter, to identify and disentangle different reaction channels, and to 

prove claims on channel assignments, we use different three-body representations introduced in 

section 2.4. Besides the KER- θ map discussed above, these representations include Newton 

diagrams, Dalitz plots and energy correlation maps for two halogen ions. 

 

Figure 5.7.  Newton diagrams for the three-body fragmentation of CH2BrI into CH2
+ + Br+ + I+. 

The momentum of the CH2
+ fragment is chosen to be along the x-axis. (a) All events for CH2

+ + 

Br+ + I+ channel. (b) Only the events from region (1) in the KER-θ map of Fig. 5.6. (c) Only the 

events from region (2) of Fig. 5.6. White dots in (a) and (b) depict the results of the CES simulation 

for concerted breakup. 

 

First, different fragmentation channels can be visualized in Newton diagrams, which reflect 

the correlation between the momentum vectors of three detected particles. A Newton diagram for 

the CH2
+ + Br+ + I+ fragmentation channel, with the momentum vector of CH2

+ ion plotted along 

the positive x-axis, is shown in Fig. 5.7 (a). These diagrams manifest a rather complicated set of 

several distinct features, including “crescent-like” and, using the language of Refs. [110-112], 

“sprinkler” shapes overlapping with semi-circular structures. These structures reflect a mixture of 

concerted and sequential breakup channels. To identify the origin of individual structures, in Fig. 

5.7 (b) we plot the same Newton diagram but including only the events from region (1) of the 
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KER-θ map shown in Fig. 5.6, whereas the Newton diagram for the events in region (2) of that 

figure is shown in Fig. 5.7 (c). The Newton diagram for region (1) in Fig. 5.7 (b) appears as a pair 

of separated crescent-like structures, nearly symmetric with respect to the horizontal axis. Each of 

these structures is centered around the relative momentum values expected from the CES (shown 

as white dots), which assumes concerted breakup scenario, i.e., instantaneous triple ionization and 

CE at equilibrium geometry (see also Fig. 2.18 and corresponding discussion). This channel can 

be schematically described as: 

CH2BrI3+ → CH2
+ + Br+ + I+ 

  

Figure 5.8.  Dalitz plots for three-body fragmentation of CH2BrI into CH2
+ + Br+ + I+. (a) All 

events for CH2
+ + Br+ + I+ channel. (b) Only the events from region (1) in the KER-θ map of Fig. 

5.6. (c) Only the events from region (2) of Fig. 5.6. White dots in (a) and (b) depict the results of 

the CES simulation for concerted breakup. Red and blue dashed lines mark the contributions from 

two different sequential channels (see text for details). 

 

 The Newton diagram for region (2) shown in Fig. 5.7 (c) manifests a more complicated 

structure, with two pairs of distinguishable “sprinkler-like” features. Based on the results presented 

in Refs. [110-112], we can interpret these features as signatures of different sequential 

fragmentation channels. As explained in section 2.4, such sequential channels for a triply charged 

molecule start with two-body breakup and a formation of a metastable intermediate di-cation that 

lives longer than its rotational period. When such metastable di-cation later decays into two singly 

charged fragments, any angular correlation with the ion emitted in the first step is lost. Typical 

signatures of such process in the Newton diagrams appear as the offset semi-circles or “sprinkler-

like” structures, depending on whether the first- or the second-step ion is chosen for determining 

the x axis. These shapes reflect the loss of angular correlation between the fragments, with the 

offset being determined by the mass difference [110]–[112]. 
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 As discussed in section 2.4, another useful representation of molecular three-body breakup, 

which directly reflect the fraction of the total KER carried by each fragment, is given by the Dalitz 

plots. In Fig. 5.8, the Dalitz plots for the same breakup channel are shown for all events in panel 

(a), and for the events from regions (1) and (2) of Fig. 5.6 in panels (b) and (c), respectively. The 

plot in Fig. 5.8 (a) consists of a slightly tilted oval band mainly reflecting the events from region 

(1), and a cross-like pattern (marked by red and blue dashed lines), which is mainly due to the 

events from region (2). The oval feature encloses the result from the CES for concerted breakup 

(white dots in (a) and (b)), again suggesting that region (1) contains the events from this direct 

mechanism. The cross-like feature is yet another characteristic signature of sequential processes, 

reflecting the lack of direct energy correlation between the ions from the first and the second 

fragmentation steps [110]–[112], [275]. 

 

Figure 5.9.  Iodine-bromine energy correlation map for three-body fragmentation of CH2BrI into 

CH2
+ + Br+ + I+. (a) All events for CH2

+ + Br+ + I+ channel. (b) Only the events from region (1) in 

the KER-θ map of Fig. 5.6. (c) Only the events from region (2) of Fig. 5.6. White dots in (a) and 

(b) depict the results of the CES simulation for concerted breakup. Red and blue dashed lines mark 

the contributions from the same two sequential channels as in Fig. 5.8 (see text). 

 

Since the absolute KE of individual fragments are also often helpful for channel 

identification and disentanglement, we will also use the energy correlation diagrams between two 

fragments (i.e., two halogen ions) as introduced in Fig. 2.17 (b). Such maps for (a) all events in 

CH2
+ + Br+ + I+ channel, (b) events from region (1) and (c) from region (2) of Fig. 5.6 are plotted 

in Fig. 5.9. Again, the full map consists of an oval band (here slightly curved and oriented along 

the diagonal) reflecting region (1) and a cross-shaped pattern marked by dashed lines (here parallel 

to the axes), which originate from region (2). Similar to previous representations, the shape of Fig, 

5.9 (c) suggests that this is mainly due to sequential channels, with vertical and horizontal lines 
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highlighting the lack of KE correlation between iodine and bromine ions, whereas the pattern in 

Fig. 5.9 (b) is consistent with concerted molecular breakup. 

To reliably confirm these assignments of concerted and sequential channels, we have 

carried out Native Frames analysis, following the procedures described in Ref. [110]–[112], [275]. 

This analysis includes explicit assumptions about the steps involved in sequential fragmentation. 

For triply charged CH2BrI, there are three possible sequential pathways with different intermediate 

di-cations: 

(1) CH2BrI3+ → CH2Br2+ + I+ 

CH2Br2+ → CH2
+ + Br+;  

(2) CH2BrI3+ → CH2I
2++Br+ 

CH2Br2+ → CH2
+ + I+; 

and 

(3) CH2BrI3+ → CH2
++IBr2+ 

IBr2+ → I++Br+. 

 To illustrate the essence of the Native Frames method, here we focus only on the first of 

these three channels. The details of the analysis procedure are given in Appendix 1 (see also Refs. 

[110-112]). The results of this analysis are presented in Fig. 5.10. In brief, in Fig. 5.10 (a) the yield 

of all three-body events for CH2
+ + Br+ + I+ channel is plotted as a function of the KER of the 

second step of channel (1) listed above and the angle between the momentum of the first-step ion 

and the metastable di-cation axis. If the rotation of the metastable di-cation occurs in the 

fragmentation plane, one can expect a uniform distribution of this angle [110]–[112]. Finding the 

angle-independent vertical band in Fig. 5.10 (a) and gating on it, we can select events originating 

from this specific sequential channel. For the selected events, we plot KER-θ map (b), Dalitz plot 

(c) and the Newton diagram (d). 

 The results presented in Fig. 5.10 (b-d) clearly support the coarse assignment of concerted 

and sequential channels made above. The sequential events for the specific sequential channel (1) 

are clearly restricted to the region (2) of KER- θ map of Fig 5.6, are responsible for one of the 

“sprinkler” structures in the corresponding Newton map (Fig. 5.7 (c)), and correspond to one of 

the tilted bands in the Dalitz plot of Fig. 5.8 (c), marked by the blue dashed line.  
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Figure 5.10.  (a) Yield of CH2
++ Br+ + I+ coincident channel as a function of the KERCH2Br and 

θCH2Br, I (see Appendix.A for details). (b) KER-θ23 map; (c) Dalitz plot; and (d) Newton diagram 

for the events confined to the rectangular box in panel (a). Dotted curve in (a) reflects the location 

of events corresponding to sequential channel (2) involving metastable CH2I
2+ di-cation.  

 

 These events are also responsible for the horizontal band in the energy correlation map of 

Fig. 5.9 (c), also marked blue. In each of the graphs in panels (c) of Figs. 5.7-5.9 a complementary, 

somewhat weaker feature can be found, flipped around the horizontal axis in the Newton map of 

Fig. 5 (c) or rotated by 90▫ counterclockwise and marked by red dashed lines in the Dalitz plot and 

energy correlation map of Figs. 5,8. (c) and 5.9 (c). This weaker feature denoted by the dotted 

curve on the Native Frame plot in Fig. 5.10 (a) reflects sequential channel (2) listed above, with 

Br+ being detached in the first step and forming metastable CH2I
2+ di-cation. 
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 While we can clearly trace signatures of sequential channels (1) and (2) in Native Frames 

analysis, and in different three-body fragmentation patterns shown in Fig. 5.6-5,9, we cannot 

unambiguously identify the contributions from channel (3) involving intermediate BrI2+ formation. 

It does not produce a clear single-independent signature in the Native Frame plot like the one 

shown in Fig. 5.10 (a). However, some contributions from this channel are consistent with the 

appearance of Figs. 5.7-5.9. Based on our understanding of the process, we would expect this 

channel to produce a pair of slightly offset semi-circles in a Newton diagram, a horizontal band in 

a Dalitz plot, showing the lack of correlation with the CH2
+ KE, and a diagonal band in I-Br energy 

correlation map. Some hints of its presence can be observed in all three representations in Figs. 

5.7-5.9, distributed between the contributions from regions (1) and (2) shown in panels (b) and (c) 

of these figures. We argue that this channel contributes at least to some extent to both regions (1) 

and (2) in Fig. 5.6. It is also likely responsible for the pair of localized spots visible in panels (c) 

of Figs. 5.7-5.9, and could also contribute to the broadening of the structures due to concerted 

breakup in panels (b) of the same figures. Nevertheless, our analysis strongly suggests that region 

(1) is dominated by the contributions from direct, concerted breakup of the molecule. 

 

Figure 5.11.  KER-θ23 plot for the three-body fragmentation of CH2BrI into CH2
+ + Br2+ + I2+ after 

a single NIR pulse with 8 × 1014 W/cm2 intensity. 
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Figure 5.12.  (a-c) Newton diagrams for the three-body fragmentation of CH2BrI into CH2
+ + 

Br2++ I2+ after the single NIR pulse. (d) Dalitz and (e) energy-sharing plots for this coincident 

channel. 

 

 Sequential breakup processes wash out the relation between final-state momenta of the 

fragments and molecular geometry, and, thus, are unsuitable for CEI, which assumes of rapid 

fragmentation of the molecule. In earlier PhD work from our group on CH2I2 [274], three-body 

coincident channels with higher final charge states provided the opportunity to track the dynamics 

whose signatures in the breakup of the triply charged molecules were covered by the contribution 

from sequential channels discussed above. In particular, this concerns region (2) of the KER-θ23 

map shown in Fig. 5.6, where the signatures of the CH2Br-I isomer contribution can be expected. 

Fig. 5.11 shows similar KER-θ23 but plotted for the ionization of the molecule to the five-fold 

charge state and breaking up into CH2
+ + Br2+ + I2+ channel. The observed pattern does not include 

any events at large angles corresponding to region (2) in Fig. 5.6. However, besides the main 

localized spot, it shows a diffuse feature at somewhat lower KER values. 

 The analysis of this coincident channel demonstrates that the concerted fragmentation is 

the dominant process in the five-fold case where the Newton diagrams with each fragment as a 

reference axis do not show any of those sprinkler-shaped features representing the sequential 
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breakup and the localized maxima dominate them. As expected, we get similar impressions from 

the Dalitz and energy-sharing plots, as shown in Fig. 5.12.     

 The analysis of other three-body patterns for this coincident channel summarized in Fig. 

5.12. strongly suggests that essentially all of the events in this three-body breakup channel with 

five charges result from concerted fragmentation of the molecule. Newton diagrams plotted with 

respect to the momentum of either fragment as a reference do not show any of the sprinkler-shaped 

or semi-circular features characteristic for sequential breakup. Instead, the plots are dominated by 

the localized maxima at positions close to expectations based on CES. Similar conclusions can be 

made from the Dalitz and energy-correlation plots, as shown in Fig. 5.12 (d) and (e). In the later 

map, a clear contribution at lower sum energy of both fragments can be seen, which corresponds 

to the lower-KER events in Fig. 5.11. Following the arguments presented in Ref. [274], we 

speculate that these events are due to the molecules, that undergo significant dynamics in one of 

the intermediate states (e.g. di-cationic) during the ionization process. 

 

 5.2 CH2BrI molecule under a single UV pulse 

Given the ionization potential of the parent CH2BrI molecule  of 9.7 eV [276], we require 

at least three 263 nm photons to generate ionic fragments. This could be satisfied at higher UV 

pulse intensities. Since the primary goal of this experiment is to study single-photon excitations, 

similar to the CH3I experiment, this contribution is unwanted. However, to ensure a reasonable 

pump-probe contrast, the intensity cannot be set too low. The absorption cross-section of CH2BrI 

at 263 nm is comparable to that of CH3I. Therefore, to limit contributions from higher-order 

processes, but, at the same time, to limit contributions from multiphoton processes, we set the 

intensity of the UV pulses to 1.5 × 1013 W/cm2, which is in the mid-range of intensities available 

in our experimental setup. This value is the same as what was used for most of CH3I experiments 

described in Chapter 4. 

 Fig. 5.13 shows the measured TOF spectrum of detected ions using a UV pulse with a peak 

intensity of 1.5 × 1013 W/cm2. At this intensity, the dominant photoion is the singly-charged parent 

ion (CH2BrI+), with certain amount of dissociative ionization (DI) products (CH2Br+, CH2I
+, I+, 

Br+, and CH2
+) also present in the spectrum. This figure also includes 2D TOF vs. position maps 

for each of these ions, showing that they are predominantly produced at the center of the detector 

i.e., with low momenta or KE, and only rather small contributions from more energetic ions. 
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Figure 5.13.  Time-of-Flight (TOF) of the generated ions after a single UV pulse of 1.5 × 1013 

W/cm2 intensity. The ion TOFs are labeled based on their mass-to-charge ratio with the associated 

2-D TOF vs. position on top of each peak. 

 

 The non-coincident KE distributions of four major ionic fragments are shown in Fig. 5.14. 

All spectra display a dominant contribution at nearly zero KE, along with smaller peaks at higher 

energies. Our coincident analysis (not shown here) indicates that these high energy ions originate 

from the CE of doubly-ionized states. While the CE contributions appear only as a weak shoulder 

in Fig. 5.14 (a-c), for Br+ ions in panel (d) their total yield exceed the yield of low-KE product. 

Since the absolute yield of this channel in Br+ is comparable with the other CE products in Fig. 
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5.14 (a-c), this observation simply highlights that DI of CH2BrI, which proceeds via singly-

charged states, is unlikely to produce Br+ fragments. 

 

Figure 5.14.  KE distributions of the ionic fragments of CH2BrI molecule. (a) CH2Br+, (b) I+, (c) 

CH2I
+, and (d) Br+ produced by a single UV pulse at 1.5 × 1013 W/cm2 intensity. In addition to the 

dominant low energy peak, the distributions show weak shoulders at higher energies mainly due 

to the CE of the molecule from doubly-charged states. 

 

5.3 Time-resolved Coulomb explosion of UV-induced photodissociation of 

CH2BrI with two-body breakup coincident channels  

 The preceding sections identified primary dissociation and ionization pathways in the 

CH2BrI molecule after interaction with individual NIR and UV (263 nm) pulses. This section 

concentrates on probing UV-induced dynamics via two-body coincident channels from the doubly-

charged final states. Based on a PIPICO map similar to the one shown in Fig. 5.3, we identify 

several two-body coincident channels, with the CH2Br+ + I+ channel being the strongest one.  
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 Fig. 5.15 displays the total KER distributions of this channel as a function of the delay 

between the two pulses. Similar to the time-resolved CH3I maps shown in Chapter 4, there are two 

distinct features: a horizontal band centered at 4.0 eV corresponding to the CE of bound molecules, 

and a descending band corresponding to the CE of the molecule dissociating after the pump pulse. 

As in the case of CH3I, the KER distribution of the horizontal high-energy band closely resembles 

the spectrum obtained for the same channel with the probe pulse alone (see Fig. 5.4 (a)).  

 

Figure 5.15.  Delay-dependent KER distribution for the two-body CH2Br+ + I+ coincident channel 

after UV pump and NIR probe pulses. The dotted curve represents the simulated KER values as a 

function of the delay between the two pulses, assuming exponential rise of dissociation velocity 

of the dissociating fragments. Here, as well as in all other data presented in sections 5.3 and 5.4, 

the UV and NIR pulse intensities are kept at 1.5 × 1013 and 8 × 1014 W/cm2, unless stated otherwise. 

 

As can be seen from Fig. 5.16, which depicts the KER distributions for the same channel 

measured at two fixed UV-NIR delays (2.5 ps and 20 ps), the descending band splits into two 

branches at longer delays, with the third, very-low KER feature becoming visible at 20 ps (green 

curve in Fig. 5.16). While the two higher-KER peaks reflect two dissociation pathways of a neutral 

molecule associated with spin-orbit-split ground- and excited-state iodine, the lowest-energy 

channel is due to DI events triggered by the pump pulse. More specifically, based on the earlier 

photochemistry data from Refs. [277], [278], the strongest peak of the low-KER band, centered at 

0.8 eV, can be assigned to CH2Br+I (2P3/2) neutral dissociation channel, whereas its weaker 

shoulder at 0.53 eV is attributed to the CH2Br+I (2P1/2) channel. Based on the photochemistry of 

this molecule discussed in section 2.3.2 (see Fig. 2.12 (a) and the corresponding discussion), the 
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ratio of the I to I* channels is expected to be 4:3 [277], [278] matching our experimental data 

reasonably well.  

 

Figure 5.16.  KE distribution of the two-body CH2Br+ + I+ coincident channel after UV pump and 

NIR probe pulse at 2.5 and 20 ps illustrates the time evolution of the dissociating molecules.  

 

 The delay-dependent KER distribution in Fig. 5.15 is compared with a classical CES 

assuming an exponential rise of dissociation velocity of the dissociated fragments (see section 

4.4.1). In this simulation, the translational velocity of the fragments is determined from the 

“asymptotic” velocity of the dissociating fragments using the KER distribution at 20 ps delay 

between the two pulses. Specifically, for the CES plotted in Fig. 5.15, we used the value 

corresponding to the highest of the low-KER peaks measured at 20 ps (red curve in Fig. 5.16). At 

the equilibrium geometry of the neutral molecule, assuming that the two charges are located at the 

iodine atom and at the center of mass of the CH2Br, the Coulomb repulsion is about 4.17 eV, 

slightly above the maximum of the horizontal, delay-independent band (see also magenta curve 

and vertical dashed line Fig. 5.4 (a)). Similar to the CES performed in Chapter 4 for the CH3I 

molecule, there is a reasonable correspondence between the simulated and experimental results for 

the descending dissociation band over the entire delay range. However, the CES slightly 

overestimates the energy near the Franck-Condon region due to this molecule’s bound di-cation 

potential energy curves. 

 As discussed in section 2.3.2, the partitioning of excess photon energy upon the 

photoabsorption in the A-band in dihalomethanes like CH2BrI is different from CH3I. In these 

molecules, the two spin-orbit states of the iodine could not be well-resolved because the energy 
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release is now shared more equally by the two fragments, as opposed to the CH3I case, in which 

the methyl fragment carries most of the energy. In addition, due to the presence of the second 

halogen atom, there is a much larger degree of internal (in particular, rotational) excitation 

following the photodissociation, which reduces the kinetic energy differences between the two 

product channels and broadens the observed kinetic energy distributions. In mechanistic terms, 

there is a large torque on the CH2Br (or CH2I) co-fragment during photodissociation. 

 

Figure 5.17.  KER distribution for the two-body CH2Br+ + I+ coincident channel after UV pump 

and NIR probe pulse obtained at different UV intensities. UV-NIR delay was kept at 20 ps. The 

absolute yield of low-KER dissociation channels is linearly growing by increasing the UV 

intensity. The UV intensity was changed from 5×1012 to 6×1013 W/cm2, whereas the NIR intensity 

is kept at 8×1014 W/cm2. 

 

 Similar to the CH3I molecule discussed in Chapter 4, the photochemistry of CH2BrI at 263 

nm is dominated by a single-photon resonant transitions to neutral dissociating PECs. 

Correspondingly, a linear dependence of dissociation yields on UV pulse intensity can be expected. 

To confirm this, we performed a series of measurements at different UV pulse powers keeping the 

pump-probe delay at 20 ps. The data suggest that the peak at lower KER (~0.23 eV) shows a 

steeper and non-linear dependence on the UV intensity. This behavior confirms the assignment of 

this low-energy peak to multiphoton DI by UV pulse. The very low KE of this channel at 20 ps 

delay, which has not necessarily reached its asymptotic value yet, is consistent with the dominance 
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of nearly zero-KE peaks in the KE distributions of I+ and CH2Br+ ions obtained with the UV pulse 

alone observed in Fig. 5.14 (a, b). 

 

Figure 5.18.  Delay-dependent KER distribution for two other two-body coincident channels after 

UV pump and NIR probe pulses. (a) CH2I
+ + Br+ channel; (b) CH2

+ + BrI+ channel. 

 

 The coincident measurements allow tracking the dynamics through other possible 

dissociation pathways. As discussed earlier, besides the main dissociation channel, CH2BrI 

molecule can undergo a C-Br bond cleavage or dissociate into the CH2 + BrI channel and molecular 

halogen (BrI) formation [99], [279]. Our time-dependent coincident data confirm the existence of 

both of these pathways. The corresponding delay-dependent KER maps for CH2I
+

 + Br+ and CH2 

+ BrI+ coincident channels are shown in Fig. 5.18 (a) and (b), respectively. The CH2I
+

 + Br+ 

channel manifest the same two major features as the CH2Br+
 + I+ data in Fig. 4.15, reflecting the 

molecules that either remain bound or dissociate after the pump pulse. Comparing the absolute 

yields in the data of Figs. 5.15 and 5.18 (a), it is clear that the C-Br dissociation channel is 

significantly weaker than the C-I dissociation, confirming that the dominant dissociation 

mechanism at 263 nm is the C-I bond cleavage. The BrI formation channel in Fig. 5.18 (b) also 
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displays two similar structures, nearly delay-independent band at 4-6 eV, and a broad descending 

structure at lower KER. While the latter delay-dependent band is clearly distinguishable in the 

data, it is very diffuse and weak, in agreement with previous studies suggesting that this is a minor 

channel at this wavelength [187], [188]. Furthermore, the fact that the dissociating channel appears 

as such a diffuse structure suggests that BrI is not formed on a dissociative PEC with a well-defined 

start time for the dissociation but more likely via a pre-dissociative state, thus smearing out the 

descending structure in time. We should note that the delay-dependent feature in CH2I
+

 + Br+ final 

state can also include contributions from BrI or BrI+ formation on one of the cationic PES, or from 

two-photon Rydberg-state excitation. A BrI+ formation channel in the cationic states can be 

expected given weak but non-negligible signals of BrI+ ions in the UV-only data presented in Fig. 

5.13.  

 

5.4 Time-resolved analysis of UV-driven photodissociation dynamics in CH2BrI 

probed via three-body coincident channels 

 As demonstrated in Chapter 4 for CH3I and in section 5.3 above for CH2BrI, two-body 

coincident momentum imaging can be used as an efficient tool for mapping the time evolution of 

the internuclear separation between two dissociating fragments. In addition, for cases where the 

axial recoil approximation is valid, this approach can also be used to capture the spatial orientation 

of the molecular bond axis for quasi-diatomic or linear systems [257], [280]–[282]. However, as 

discussed in section 2.4, to retrieve further geometry information for polyatomic molecules using 

ion momentum imaging, one needs to break the molecule up into three or more ionic fragments in 

the probe step. To realize this approach for a time-resolved experiment, three-body coincident 

measurements and an advanced set of appropriate representation tools, which is discussed in detail 

in section 5.1, need to be extended to pump-probe experiments. In the following, we employ this 

approach to identify, disentangle and characterize the photodissociation pathways triggered by the 

UV pulse at 263 nm. First, a brief overview of the delay-dependent three-body breakup maps for 

the three and five-fold charge states is presented, followed by channel assignments and 

disentangling different dissociation pathways.  
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5.4.1 Overview of the delay-dependent data for CH2
+ + Br+ + I+ coincident channel 

Fig. 5.19 shows the measured KER distribution for the triply-charged coincident channel 

CH2
+ + Br+ + I+ as a function of the time delay between the UV and NIR pulses. For a triply charged 

channel, the KE of the ionic fragments mainly originates from the Coulomb repulsion between the 

fragments. Such time-dependent KER distribution reflects the structural changes in the molecule. 

The essence of this map is similar to the two-body maps presented so far. Three principal features 

can be identified in this time-dependent kinetic energy spectrum. First, the fragments in the broad 

high-energy band centered at 15 eV, which is essentially delay-independent, originate from the CE 

of bound molecules. This KER spectrum for this broad feature is similar to the KER distribution 

obtained using a single NIR pulse (see Fig. 5.5). 

 

Figure 5.19.  Delay-dependent KER distribution for CH2BrI fragmentation into CH2
+ + Br+ + I+ 

after UV pump and NIR probe pulses. The projection of the spectrum in the delay range of 2.3 ̶ 

2.5 ps onto the KER axis is shown on the right. The dotted descending bands are the results of 

CES for CH2Br + I (green dots), CH2I + Br (pink dots) and CH2 + BrI (navy blue dots) dissociation 

channels performed using exponential rise velocity model described in section 4.4.1. The purple 

dashed line marks the contribution from the three-body dissociation channel (see text). 

 

 Additionally, two broad descending bands appear at larger delays. Similar to earlier results 

for two-body breakup, these bands originate from Coulomb explosion of dissociating molecules. 
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Conceptually, these delay-dependent triple ionization events could result from probing two- and 

three-body dissociation in a neutral molecule, or in one of the lower charge states. Therefore, these 

two bands might include iodine or bromine detachment channels, CH2Br + I and CH2I + Br; BrI 

elimination channel, CH2 + BrI; or three-body dissociation channel CH2 + Br + I. These 

dissociation pathways might involve both neutral and charged fragments, and in all cases are 

probed via triply-charged final state. The projection of the 2-D map in the delay range of 2.3-2.5 

ps onto KER axis shown on the right side of the plot indicates that at these delays two broad 

dissociating bands are already separated. 

 We performed a series of classical CES to track the origin of these dissociation channels. 

First, we simulated pump-induced two-body dissociation channels using their individual 

asymptotic KEs measured at large delays (20 ps) and assuming that the fragments acquire their 

final KEs in accordance with exponential velocity rise model described in section 4.4.1. Then, 

following the procedure described in section 2.4, we used the Runge Kutta algorithm to simulate 

three-body CE of these dissociating channels at different UV-NIR delays. The simulation results 

suggest that the upper of the two descending bands in Fig. 4.19 mainly reflects two different two-

body dissociation channels, CH2Br + I and CH2I + Br. In essence, this band reflects the same 

dissociation dynamics that are mapped in Figs. 5.15 and 5.18(a) via the corresponding two-body 

CE maps, but here probed by the three-body CE into CH2
+ + Br+ + I+ final state. Even though direct 

identification of these dissociation pathways is more straightforward in the two-body data 

presented in the previous section, where they are naturally separated from each other and from the 

other dissociation processes, we will demonstrate further in this chapter, as well as in Chapter 6 

that the three-body CE analysis provides valuable additional information on the dynamics of each 

of these channels. 

The CES for CH2 + BrI (shown by navy blue dotted line) falls into the upper edge of the 

lower descending band in Fig. 5.19. While this dissociation channel can indeed contribute to that 

band, based on the two-body data shown in Fig. 5.18 (b), we can assume that this contribution has 

to be rather weak and cannot be solely responsible for the whole band, which is comparable in 

intensity to the upper one. Based on the very low KER values observed for the maximum of this 

band (marked by the dashed purple line) at large delays, which lies below 3 eV, the only possible 

channel that can be responsible for this structure is three-body dissociation triggered by the pump 

pulse. While we do not have enough information to reliably simulate such three-body dissociation 
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process, we can verify that any other scenario, where at least one of the carbon-halogen bonds 

remains intact at large delays, would lead to significantly larger KER values. 

 

Figure 5.20.  KER-θ23 plot for CH2
+ + Br+ + I+ coincident channel. This 2D plot is integrated over 

all delays from -450 fs to 2.45 ps. Dashed ovals marking regions (1) and (2) are the same as in 

NIR-only KER-θ23 map of Fig. 5.6, mainly including the events form concerted and sequential 

breakup of the bound molecule, respectively (see section 5.1.3). The remaining events in the 

dashed box at lower KERs reflect CE of dissociating molecules, which are not present  in the NIR 

only data shown in Fig. 5.6. 

 

 To extract further information on the individual pathways contributing to the observed 

delay-dependent dynamics, we utilize different three-body analysis tools discussed in sections 2.4. 

and 5.1.3. First, in Fig. 5.20 we plot the yield of the CH2
+ + Br+ + I+ three-body coincident channel 

as a function of its KER and the angle between the iodine and bromine momentum vectors. This 

map is integrated over all the delay values, and thus, includes the same data as Fig. 5.19. While 

the upper part of this plot resembles such KER-θ23 map shown in Fig. 5.6 for single NIR pulse, the 

lower part, marked by the dashed box contains a broad distribution of events that are not present 

in single pulse data. Similar to the descending bands of Fig. 5.19, these events reflect the CE of 

the molecules dissociated by the pump pulse, where one or more internuclear separations are 

stretched at the time of the probe pulse arrival, resulting in smaller Coulomb repulsion of the 

created ions and, thus, in lower KER. The regions marked (1) and (2) in the upper part of Fig. 5.20 
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are chosen identical to those in Fig. 5.6 and correspond to the CE of the bound molecules in the 

delay-independent band in Fig. 5.19. 

 

Figure 5.21.  Different representations of the CH2
+ + Br+ + I+ coincident events in regions (1) (top 

row) and (2) (bottom row) of the KER-θ23 plot integrated over all delays. (a, d) Newton diagrams, 

(b, e) Dalitz plots, and (c, e) halogen energy correlation diagram. 

 

 As discussed in section 5.1.3, region (1) mainly includes the events resulting from 

concerted breakup of the molecule (which in this case means triple ionization and Coulomb 

explosion of bound CH2BrI), whereas region (2) is formed by sequential fragmentation pathways 

involving two-step breakup of the triply-charged molecule and the production of a long-lived 

metastable di-cationic fragment, which decays long after the probe pulse. To confirm that this 

assignment still holds for pump-probe data shown in Fig. 5.20, in Fig. 5.21 the Newton diagrams, 

Dalitz plots and halogen energy correlation diagrams are plotted separately for these two regions. 

The plots shown in the top row for region (1) and in the bottom row for region (2) are essentially 

identical to the single-pulse data for the corresponding regions shown in Figs. 5.7-5.9, confirming 

that these events in the pump-probe data are correctly assigned to either concerted or sequential 

fragmentation induced by the probe pulse. 
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Figure 5.22.  KER-θ23 snapshots for the three-body coincident CH2
+ + Br+ + I+ channel at different 

UV-NIR delays. Each snapshot corresponds to the 50 fs delay window centered at the values 

shown in the figure. 

 

 To obtain a time-resolved picture of the dynamics induced by the pump pulse, we consider 

three-body fragmentation maps at different pump-probe delays. Such multiple timed snapshots can 

eventually help us to make a “molecular movie” directly visualizing the evolution of the molecular 

system. Fig. 5.22 illustrates the time evolution of the KER-θ23 maps over the delay range from 0 

to 2.5 ps. While the first two frames at zero and 50 fs delays still resemble single-pulse data of Fig. 

5.6, highlighting that the UV pump pulse at the intensity employed in this experiment does not 

contribute to the triple ionization of the molecule, starting from 100 fs, the onset of dissociation 
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processes towards lower KER values can be observed. These events propagate to lower KER and 

spread in angle as the delay increases. One can trace several different features of the spectrum 

evolving with the delay, which split up and also spread in angle, finally ending up in two KER 

regions, one between 5 and 10 eV, and one below 5 eV.  

 

Figure 5.23.  KER-θ23 snapshots for the three-body coincident CH2
+ + Br+ + I+ channel. (a) 0 fs, 

(b) 2.5 ps, (c) 10 ps, and (d) 20 ps. The regions are numbered and marked by dashed ellipses in 

panel (d), indicating KER-θ23 features corresponding to different pathways discussed in the text. 

Regions (1) and (2) are identical to those marked in Figs. 5.6 and 5.20. 

  

To understand the origin of the corresponding events and to achieve better separation of 

different contributing reaction pathways, in Fig. 5.23 we extend these movie frames to larger 

delays up to 20 ps. There, different dissociation pathways have propagated long enough to separate 

and isolate from each other, which make tracing their signatures more straightforward and reliable. 

From Fig. 5.23 it is clear that even at large delays the events at large KERs (above ~11eV) 

still resemble the first frame at zero delay, reflecting concerted and sequential breakup of the 

molecule by the probe pulse, again marked by dashed ovals (10 and (2) in Fig. 5.23 (d). For lower 

KER region, this figure illustrates how the dissociating events eventually reach their asymptotic 

conditions. Starting from the 2.5 ps frame in (b), different pump-induced dissociation channels 
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propagate towards KER, eventually forming three regions marked as (3), (4) and (5) in panel (d) 

at 20 ps. While region (5) is well separated from the other two at all three delays, regions (4) and 

(5) have rather similar KER values, and the separation between them is not very clear. Region (4) 

is selected to match a pronounced feature localized close to 180▫ in (c) and (d), whereas region (3) 

marks a broad horizontal band at the same KERs, which covers a broad angular range and spreads 

to smaller angles as the delay increases. 

 

5.4.2 Identification of different pump-induced dissociation channels 

 As a next step, we will focus on identifying different dissociation channels contributing to 

regions (3) and (4) marked in Fig. 5.23 (d). As previously mentioned, there are four possible 

dissociation pathways that can contribute to the CH2
+ + Br+ + I+ final state. They include CH2Br + 

I, CH2I + Br, CH2 + BrI and CH2 + Br + I, where the partners could be neutral or singly-charged, 

and iodine or bromine atoms can be either in spin-orbit ground or excited state. To facilitate further 

channel assignments, we employ CES adapted for these scenarios. The only exception is the three-

body dissociation pathway CH2 + Br + I: as mentioned in the discussion of Fig. 5.19, we did not 

carry out detailed CESs for this scenario. However, based on our CES for CH2Br, CH2I and BrI 

products, we can reliably assign the three-body dissociation by the pump pulse to the events in 

region (5). If any of the three molecular fragments listed above was still bound at the time when 

the NIR probe pulse arrives, its two-body Coulomb explosion would already result in the KER 

larger than what we observe for region (5), leaving the three-body dissociation by the pump pulse 

as the only realistic possibility. 

 CES for all two-body dissociation channels are shown in Fig. 5.24. Fig. 5.24 (a) and (b) 

display simulations similar to those shown as the dotted lines in Fig. 5.19, but integrated over a 

broad range of delays from 0 to 20 ps. As could be expected, the simulation results move to smaller 

KER values for larger delays. Here, the orientation of the molecular co-fragment (CH2Br or CH2I 

for (a), BrI for (b)) is kept fixed with respect to dissociation axis at the angle corresponding to the 

equilibrium geometry. While for the two-body simulations discussed earlier in this and previous 

chapters this assumption does not make a difference since the charge is always placed in the center 

of mass of the molecular co-fragment, around which the rotation would take place, for three-body 

CE, it severely impacts the emission angles between the resulting fragments. While this might be 

less critical for the BrI elimination channel because at very large delays, where the CH2 group is 
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already far away, both fragments will always tend to fly into the opposite directions, it is a very 

coarse assumption for the other two pathways, where, as discussed in section 2.3.2, the CH2Br or 

CH2I co-fragment experiences significant torque upon dissociation and is expected to rotate (see 

Fig. 2.13). Correspondingly, while all simulations predict a reasonable set of delay-dependent 

KER values (as already seen in Fig. 5.19), and the simulation for BrI elimination in Fig. 5.24 (b) 

converges towards 180▫, as expected, the results for CH2Br + I or CH2I + Br channels in Fig. 5.24 

(b) clearly fail to account for a broad angular spread of the events with 5 -10 eV KER, which also 

clearly increases with the delay. 

 

Figure 5.24.  Simulated KER-θ23 for CH2
+ + Br+ + I+ final state assuming different dissociation 

pathways: (a, c) CH2Br + I and CH2I + Br; (b, d) CH2 + BrI. All results are integrated over UV-

NIR delays from 0 to 20 ps. While the data in (a) and (b) are obtained from the CES for fixed 

orientation of CH2Br, CH2I and BrI fragments, the results in (c) and (d) are calculated allowing 

these fragments to rotate with the periodicity of 280 fs for CH2Br, 330 fs for CH2I and 840 fs for 

BrI (see text for details).  
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 In order to account for the observed angular spread, in Fig. 5.24 (c) we plot the results of 

the CES for CH2Br + I and CH2I + Br, where the molecular co-fragment is allowed to rotate around 

its center of mass. The details of this simulation will be presented in Chapter 6, which is a dedicated 

effort to visualize this rotational motion. Rotational periods used in the simulation for CH2Br (280 

fs) and CH2I (330 fs) are taken from the experimental data (see section 6.1 below for details). As 

can be clearly seen from Fig. 5.24 (c), such rotational motion is clearly responsible for the large 

angular spread of the CE events in region (3) of the KER- θ23 map in Fig. 4.23. We also attempted 

to include rotation in the CES for CH2 + BrI channel. Since we do not have any direct input on the 

rotational period of potential BrI rotation in this reaction, we set it to a larger value of 840 fs, to 

reflect both, the heavier mass of its constituents and the smaller degree of rotational excitation, 

which can be expected due to dissociation geometry. As expected, the inclusion of such rotational 

motion has less dramatic effects on the CES results for this channel. 

 Based on the above discussion and the outcome of the CES simulations, we assign the 

events in region (3) of Fig. 4.23 (d) to two-body dissociation by the pump pulse, followed by robust 

rotation of molecular co-fragment. It should be noted that according to our CES, both CH2Br + I 

and CH2I + Br dissociation pathways are contributing to these events. A localized spot close to 

180▫ (region (4)) can be interpreted as a signature of BrI elimination, with both iodine and bromine 

fragments emitted nearly back to back during the CE by the probe pulse. It should be noted that 

according to the simulations shown in Fig. 5.23 (c), events due to CH2Br + I and CH2I + Br 

pathways can also spread into this area, such that region (4) most likely contains the mixture of all 

three channels. Finally, as discussed above, the events in region (5) can be produced only by three-

body dissociation of the molecule after the pump pulse. To confirm these assignments and to 

further disentangle overlapping channels, in the following, we examine the Newton diagrams, 

Dalitz plots and halogen energy correlation maps for each of these regions of Fig. 5.23 (d).  
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Figure 5.25.  Different representations of the CH2
+ + Br+ + I+ coincident events in regions (3) and 

(4) of the KER-θ23 plot at 20 ps. Left column: Newton diagrams; middle column: Dalitz plots; 

right column: Br – I energy correlation map. Top row: regions (3) and (4) together; middle row: 

region (3) only; bottom row: region (4) only. 

 

 These three different data representations for the events in regions (3) and (4) are shown in 

Fig. 5.25. The top row shows the Newton diagram (a), Dalitz plot (b) and Br-I energy correlation 

map (c) for both regions together, whereas in the middle row these plots are shown only for region 

(3), and in the bottom row for region (4). The combined plots in the top row contain three different 

classes of features. First, they include some rather diffuse, broad distributions, which in the 

individual graphs are present only in the data for region (4) on the bottom. Second, there is an 
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intense localized structure, which appears as two offset semi-circles in the Newton diagram (a), as 

a diagonal band on the right in the Dalitz plot (b), and as a horizontal band at very small I+ KE in 

the energy correlation map in (c). Third, there is a weaker replica of this structure, which appears 

as a mirrored pair of offset semi-circles in (a), as a diagonal band on the left in (b), and a vertical 

band in (c). Although most of the events belonging to the latter two structures can be found in the 

middle row depicting region (3), for each of them the outer parts are cut out in the middle row, but 

can be traced as localized spots in the graphs for region (4) on the bottom. 

 This analysis confirms the assignment of region (3) to the mixture of CH2Br+I and 

CH2I+Br dissociation pathways. When the probe pulse arrives 20 ps after the pump and results in 

triple ionization, the detached halogen fragment is already far away from the rest of the molecule 

and hardly feels the effect of Coulomb repulsion. Correspondingly, its KE remains small and 

essentially uncorrelated with the other fragment. This can be seen in a strong horizontal band with 

low iodine KE in Fig. 5.25 (c, f) for CH2Br + I, and a weaker vertical band for CH2I + Br channels. 

In the Dalitz plots of Fig. 5.25 (b, e) these two channels appear as diagonal bands, and in the 

Newton diagrams in Fig. 5.25 (a, d) they can be seen by two pairs of offset semicircles. This semi-

circular shape reflects the intermediate rotation of CH2Br or CH2I fragments, conceptually similar 

to the signatures of sequential channels in Fig. 5.7 (a, c) and Fig. 5.10(d). Some remnants of the 

structures due to these two channels can be found in the data for region (4) in Fig. 5.25 (g-i) 

because, as shown by the CES in Fig. 5.24 (c), their signatures extend to large angles up to nearly 

180˚. 

 To confirm the assignments of the observed features to the CH2Br + I and CH2I + Br 

dissociation channels and to better understand spectra formation mechanisms, we extended the 

CES presented in Fig. 5.24 (c) to the halogen energy correlation map.  The results of this CES are 

shown in Fig. 5.26 (a). Here, the pump-probe delay is fixed at a value of 20 ps. For fixed 

translational energy and rotational velocity, such CES would just produce a single data point. In 

order to account for the observed spread of the experimental results, we performed this simulation 

for each channel for several translational energies (obtained from the width of asymptotic KE 

distributions at 20 ps) and several different rotational velocities, also extracted from the 

experimental data (see Chapter 6 for more details). Briefly, the simulations are performed for a 

kinetic energy range of 0.1-0.8 and 0.5-0.9 eV and for a rotational velocity range of 1.2-1.4 and 

1.0-1.2 °/fs for CH2Br + I and CH2I + Br channels, respectively. The CES reproduces the 
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experimental data shown in Fig. 5.25 (c, f) very well, confirming the assignment of the horizontal 

band to the stronger CH2Br + I channel, and the vertical one to the weaker CH2I + Br pathway. 

Fig. 5.26 (b) shows the results of the same CES for the KER-θ23 map at 20 ps delay, confirming 

that the selected range asymptotic energies and rotation velocities can reasonably account for large 

angular spread of the data at a fixed delay value (compare to Fig. 5.23 (d)). 

 

Figure 5.26.  Simulated energy correlation map (a) and KER-θ23 plot (b) for CH2Br + I (squares) 

and CH2I + Br (circles) dissociating pathways probed at 20 ps delay via coincident CH2
+ + Br+ + 

I+ final state. The CES was performed using different asymptotic energies and rotation velocities. 

Different color corresponds to different rotation velocity and each point reflects a different 

asymptotic energy both within our angular velocity and asymptotic energy selection. 

 

 The CES shown in Fig. 5.24 (b, d) suggest that at least part of the events in region (4) of 

Fig. 5.23 (d) are due to molecular halogen elimination channel, CH2 + BrI. This assignment is 

consistent with the broad diffuse features in all three-body representations shown for this region 

in the bottom row of Fig. 5.25. At large delays, this channel is characterized by a rather small 

absolute and fractional KE of the CH2
+ fragment, and by large KEs and nearly back-to-back 

emission of the two halogen ions. While this is, to a large extent, fulfilled for the diffuse features 

in Fig. 5.25 (g-i), their broad, rather delocalized appearance suggests that this reaction does not 

necessarily have a well-defined timing, for example, proceeding via a pre-dissociative state with 

non-negligible life-time. As already briefly discussed above, this is consistent with the diffuse 

signature of this channel in the two-body data shown in Fig. 5.18 (b). 
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 Although it is not straightforward to disentangle signatures of such a weak channel at 

smaller delays, where many dissociation pathways result in overlapping signatures, in Ref. [274] 

it was suggested that for CH2I2 a similar molecular halogen elimination pathway can be to a large 

extent separated by filtering on the sum KE of both halogen ions. According to our CES, for this 

channel the sum KE of Br+ and I+ is expected to be above ~4 eV at all delays. Correspondingly, in 

Fig. 5.27 we plot the same delay-integrated KER-θ23 map as in Fig. 5.20, but with the conditions 

that the sum Br+ and I+ KE is above (a) and below (b) 3.8 eV value. While the data for large sum 

KE of both halogens include all delay-independent events at large KER, a broad descending band 

converging towards 180▫ angle is also clearly visible. Although this band certainly include 

contributions from some other channels, we argue that it predominantly consists of the events due 

to molecular BrI elimination, illustrating how this pathway evolves towards region (4) marked in 

Fig. 5.23 for large delays. 

 

Figure 5.27.  Delay-integrated KER-θ23 plots for the CH2 
++ Br+ + I+ coincident channel with 

different conditions on the sum KE of the two halogen ions. (a) The sum KE is in the range of 3.8 

- 6.0 eV. (b) The sum KE is set below 3.8 eV. 
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Figure 5.28.  Different representations of the CH2 
++ Br+ + I+ coincident events in the region (5) 

of the KER- θ23 plot at 20 ps: (a) Newton diagram, (b) Dalitz Plot, and (c) KE sharing of Br and I 

fragments. 

 

 Finally, Fig. 5.28 shows the Newton diagram (a), Dalitz plot (b) and halogen energy 

correlation map (c) for the events in region (5) of Fig. 5.23 (d), which we assign to the three-body 

dissociation of the molecule by the pump pulse. As expected, the energy correlation map displays 

very low I+ and Br+ energies, and the Dalitz plot indicates that the largest fraction of the total 

KER is carried by the CH2
+ ions, reflecting the mass ratio of the fragments. Two nearly identical 

semi-circles in the Newton diagram in Fig. 5.28 (a) suggest a loss of angular correlation between 

the halogen ions and CH2
+, which might be a hint towards sequential nature of the three-body 

dissociation. However, more detailed analysis is needed to confirm this. Diffuse background in all 

three patterns similar to that observed for region (4) events in Fig. 5.25 (g-i) can be considered as 

an indication that some additional dynamics not fully accounted for by the presented analysis 

might contribute to these three-body CE patterns. 

 

5.4.3 Analysis of CH2
++Br2++I2+ three-body coincident channel: search for transient 

isomerization signal 

 Various three-body fragmentation patterns discussed in two previous sections can be 

efficiently exploited for disentangling different photodissociation channels, where the molecule 

extends to larger internuclear separations resulting in rapidly decreasing KER of the corresponding 

CE channel. However, if the dynamics of interest are restricted to small internuclear distances, the 

corresponding CE events remain at high KER and, for triply charged final state, can be masked by 

the delay-independent signatures of sequential breakup channels, in particular, at large angles 
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between the two halogen momenta (see region (2) in Figs. 5.6, 5.20 and 5.23). As mentioned in 

section 5.1 and shown by the CES in section 2.4, a particular process that is expected to produce 

events in this region is the formation of CH2Br-I isomer. While photoisomerization of CH2BrI 

upon photoexcitation in the A-band was observed in solution [190], [283], to the best of our 

knowledge, it was not yet reported for gas-phase experiments. However, for a similar di-

halomethane, CH2I2, transient photoisomerization in the gas phase has been predicted and 

observed in absorption experiemnts [192]. Very recently [274], signatures of short-lived states 

with isomer geometry have been observed in CEI masurements on CH2I2, technically very similar 

to the experiments performed in this work. Therefore, here we explore potential signatures of such 

transient isomerization processes in CH2BrI. 

Based on the experience and knowledge gained from previous experiments on the CH2I2 

[274], higher charged states, for which sequential pathways play lesser or negligible role, provide 

the opportunity to track the transient channels developing at high KER and large emission angles. 

In particular, as shown in Figs. 5.11 and 5.12, sequential channels do not provide a distinguishable 

contribution to the three-body breakup of five-fold final charge state into CH2
+ + Br2+ + I2+ channel. 

Therefore, we use this channel to explore potential contributions from isomerization pathways in 

large KER / large angle region of our KER-θ23 maps. It will also serve as a complementary tool 

for probing photodissociation pathways discussed in the previous section.  

 

Figure 5.29.  Delay-dependent KER distribution for CH2BrI fragmentation into CH2
+ + Br2+ + I2+ 

ions after UV pump and NIR probe pulse. 
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Fig. 5.29 shows the delay-dependent KER distribution for this coincident channel, which  

displays a relatively weak horizontal band at high KER due to the CE of bound molecules energy, 

and two sharp descending bands. Similar to the case of triply-charged final state (see Fig. 5.19), 

the upper descending band is due to major two-body dissociation channels, CH2Br + I and CH2I + 

Br, whereas the lower one is dominated by the three-body dissociation channel, CH2 + Br + I.  

 

Figure 5.30.  KER-θ23 snapshots for the CH2
+ + Br2+ + I2+ three-body coincident channel at 

different delays from 0 to 2.5 ps. Each snapshot corresponds to the 100 fs delay window centered 

at the values shown in the figure. Solid dots in 0 fs panel show the results of CES for the CE of 

CH2BrI at its main (blue) and isomer (red) geometry. Dashed ovals (1), (2), (3) mark the regions 

discussed in text. 
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However, as compared to the results for triply-charge final state, here we see a drastic 

chanage in the branching ratio of the horizontal and and descending bands, with the latter becoming 

the dominant deatire in Fig. 5.29. There are two possible reasons for this. First, five-fold ionization 

is likely to occur only in the central region of the NIR focus, where the peak intensity is the highest. 

If the UV an the NIR pulses perfectly overlap in space, this will result in the effective selection of 

the central region of the UV focus as well, corresponding to higher peak intensity of the pump. 

Lower charge states can stem from the outer regions of the NIR focus and, thus, sample lower 

pump intensities. As a consequence, we can expect less unpumped  molecules and a larger 

contribution of non-linear effects for the events probed via higher charge states. Second, it is not 

unlikely that the charge state distribution with two doubly charged halogen ions favors larger 

internuclear separations, where the equilibration of the charge disbalance is unlikely. If the same 

charge state distribution is achived in a bound molecule, it will likely deliver at least one more 

charge to the methylene group, which in this case will undergo further decomposition and, thus, 

will not contribute to the selected triple-coincidence events.  

Fig. 5.30 shows the time evolution of the KER-θ23 maps for this coincident channel from 

zero to 2.5 ps, followed by a snapshot at 20 ps in Fig 5.31. The first two frames in Fig. 5.30 

resemble the map obtained in the experiment with the NIR-only pulse shown in Fig. 5.11, 

dominated by a concerted breakup of a bound molecule, marked by ovals (1) and (2). At 100 fs, 

the onset of dissociation channels, which propagate towards lower KER, becomes clearly visible 

below 30 eV, on top of the delay-independent structure in region (2). Besides that, in the third 

frame, new events also appear in the right part of the map, at ~30 eV KER and large emission 

angles, the region marked (3) here. Remarkably, the fragmentation patterns at larger delays show 

that this feature is short-lived; i.e., it rises and decays quickly such that it is distinguishable in the 

frames of 100 and 200 fs, with no clear evidence of the reminiscent events in the following frames. 

As discussed in section 2.4, qualitatively, CE of the CH2-Br-I isomer is expected to result in 

somewhat smaller KER and larger (Br, I) angles compared to the CE of the ground-state CH2BrI 

(see Fig. 2.17). Similar trend is predicted by the CES for the CH2
+ + Br2+ + I2+ channel shown in 

Fig. 5.30. However, since simulations for both geometries still signficantly overestimate the 

experimental results, the origin of the observed transient structure remains unclear. Before 

discussing it in more detail, we first consider formation mechanisms for the other parts of the KER-

θ23 maps shown in Figs. 5.30 and 5.31.  
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Figure 5.31.  KER-θ23 plot for the three-body CH2
++ Br2+ + I2+ coincident channel at 20 ps. Dashed 

ovals (1-6) mark different regions corresponding to different fragmentation scenarios discussed in 

the text. 

 

Figure 5.32.  Different representations of the CH2
+ + Br2+ + I2+ coincident events in regions (1) 

and (2) of the KER-θ23 plot at 20 ps. Upper row: region (1); bottom row: region (2). (a,d) Newton 

diagrams; (b,e) Dalitz plots; and (c,f) (Br, I) energy-correlation map. Blue dots represent the results 

of corresponding CESs for CH2BrI equilibrium geometry. 
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 At larger delays, the events move downward in KER and spread in angle, similar to the 

behaviour observed in Fig. 5.22. However, signatures of various dissociation pathways discussed 

in section 5.4.2 appear to be sharper and more localized when probed via the CH2
++ Br2+ + I2+ 

final state in Fig. 5.30. At large delays, these feature become more isolated, finally evolving to 

their asymptotic shapes shown in Fig. 5.31 for 20 ps delay. Besides regions (1-3), which are the 

same as in Fig. 5.30, regions marked (4-6) reflect the signatures of CH2Br + I and CH2I + Br (4), 

CH2 + BrI (5) and CH2 + Br + I (6) dissociation channels. Note that the numbering of the respective 

features does not match the one used for the CH2
++ Br+ + I+ analysis in the previous section, 

because of the addition of the region (3) in Fig. 5.30 and 5.31.  

 

Figure 5.33.  Different representations of the CH2
+ + Br2+ + I2+ coincident events in regions (4) 

and (5) of the KER-θ23 plot at 20 ps (Fig. 5.31). Upper row: region (4); bottom row: region (5). 

(a,d) Newton diagrams; (b,e) Dalitz plots; and (c,f) (Br, I) energy-correlation map. 

 

 To confirm the assignments of various channels, we analyze Newton diagrams, Dalitz plots 

and halogen KE correlation maps for the individual regions marked in Fig. 5.31, following the 

procedure developed in section 5.4.2. We start with these three representations for regions (1) and 

(2) shown in Fig. 5.32. Although the graphs in Fig. 5.32 are shown for 20 ps delay, the appearance 

of all three plots for regions (1) and (2) is essentially the same as at zero UV-NIR delay, and is 
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nearly identical to the corresponding NIR-only diagrams, which are shown in Fig. 5.12 for these 

two regions together. This highligts once again that these two features are essentially delay-

independent. However, in contrast to delay-independent contribution in region (2) for the CH2
++ 

Br+ + I+ channel (see Figs. 5.6, 5.20 and 5.23, which originate from sequential fragmentation 

pathways, the graphs in the bottom row of Fig. 5.32 clearly indicate that lower-KER region (2) for 

CH2
++ Br2+ + I2+ channel is due to concerted breakup. As discussed at the end of section 5.1, a 

likely scenario responsible for the events in this region is the stretching of one or more molecular 

bonds during multiple ionization process. 

 Fig. 5.33 displays the same three-particle fragmentation maps for regions (4) (top row) and 

(5) (bottom row). The graphs for region (4) clearly indicate that the corresponding events mainly 

reflect CH2Br + I (more intense bands) and CH2I + Br (weaker bands) dissociation channels, and 

rotational motion of the created molecular co-fragments, similar to the results of Fig. 5.25 (d-f) for 

triply charged final states. The events in region (5), which manifest low CH2
+ KE, high I and Br 

KEs, and their nearly back-to-back emission, reflect the CH2 + BrI pathway. Comparing the upper 

and the lower row in Fig. 5.33, it is clearly that the region selection in Fig. 5.31 does not ensure 

perfect channel separation, and some events due to BeI elimination channel appear in the upper 

row, and some events from the other two channels, corresponding to large (Br2+, I2+) angles, leak 

into the lower graphs, where they can be traced as sharp localized spots.  

 While the events resulting from CH2Br + I and CH2I + Br dissociation pathways have rather 

similar signatures in the three-body breakup patterns for triply- and five-fold-charged states 

(compare Fig. 5.33 (a-c) and Fig. 5.25 (d-f)), the situation is different for CH2 + BrI channel (region 

5). Its signatures in all three patterns shown in Fig. 5.33 (d-f) are much more localized then the 

corresponding features for triply-charged final state (see Fig. 5.25 (g-i)). A possible reason for this 

difference is the focal region selectivity of higher charge states mentioned above. Since the five-

fold final states favor contributions from the central region of the probe pulse focus, they likely 

experience the highest pump intensity as well. Thus, potential contributions from two- or multi-

photon processes driven by the pump would be enhanced in higher charge states. Since molecular 

halogen elimination is known to be a minor one-photon channel for the CH2BrI A-band excitation 

[187], it is plausible to assume that two- or three-photon processes could be responsible for 

different shape of this channel for five-fold final charge state in Fig. 5.33 (d-f). We should note 

that three-photon DI by the pump could contribute here, since we observe some BrI+ ions in UV-
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only experiments (see section 5.2). We should also note that in a similar experiment on CH2I2 

[274] a mixture of single-photon and higher-order processes has been indeed reported for 266 nm 

excitation.  

 

Figure 5.34.  Newton diagram (a), Dalitz plot (b) and (Br, I) energy correlation map (c) for the 

events in region (6) of the KER-θ23 plot at 20 ps (Fig. 5.31). 

 

 Based on the same arguments as presented in section 5.4.2 for the triply charged final state, 

the region with the lowest KER, marked (6) in Fug. 5.31, can be unambiguously assigned to three-

body dissociation of the molecule. Since the energy threshold for this channel is 5.66 eV [187], 

[188], single-photon absorption at  263 nm cannot trigger this reaction.  Thus, it is most likely 

driven by two-photon absorption, consistent with stronger relative contribution of this channel 

observed here for five-fold final charge state. We should also note that DI of the molecule requires 

at least four-photon absorption to trigger three-body dissociation via cationic states and, thus, is 

unlikely to play a role here. The Newton diagram, Dalitz plot and halogen energy correlation map 

for this channel are shown in Fig. 5.34. These patterns, which are similar but somewhat sharper 

than the corresponding maps for the same channel probed via triply-charge final state (see Fig. 

5.28), suggest that while there is clear energy correlation between the two halogen ions (evidenced 

by the diagonal shape of their energy correlation band in Fig. 5.34 (c)), there is much less 

correlation between two halogens and the CH2 fragment. This can be seen from the circular shape 

of the Newton diagram in Fig. 5.34 (a) and by the nearly-horizontal appearance of the dominant 

feature in the Dalitz plot in Fig. 5.34 (b). This behavior suggests that the three-body dissociation 

here proceeds via a sequential-type process, where an intermediate halogen molecule, BrI, is 

initially formed, which then decays at some later times well before the probe pulse arrives. 
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Figure 5.35.  Delay-dependent yield of CH2
+ + Br2+ + I2+ coincident events in region (3) of the 

KER-θ23 maps shown in Fig. 5.30. The inset shows the same curve with the enlarged view of the 

delay window up to 750 fs. 

 

 

Figure 5.36.  (a) Newton diagram, (b) Dalitz Plot, and (c) halogen energy correlation map for 

CH2
++ Br2+ + I2+ coincident events in region (3) of the KER-θ23 plot at 100 fs. Blue dots represent 

the results of the CES assuming equilibrium geometry of CH2Br-I isomer (see section 2.4 for 

details). 

 

 Finally, we turn our attention back to the transient signal observed in region (3) of the 

KER-θ23 maps shown in Fig. 5.30. To quantify its transient behavior, in Fig. 5.35 we plot the yield 

of this channel as a function of pump-probe delay. The curve exhibits a sharp rise, peaks slightly 

after 100 fs, and quickly decays again, with no discernible signal beyond 300 fs. To understand in 
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more detail the origin of this transient feature, in Fig. 5.36 we plot the Newton diagram, Dalitz 

plot and halogen energy correlation map for the events in region (3) at a fixed delay of 100 fs, 

shortly before the maximum of this signal. 

 Each of the graphs in Fig. 5.36 consists of two distinct parts. First, there is an intense 

localized spot in the left part of the Dalitz plot (b) and energy correlation map (c), which in the 

Newton diagram (a) corresponds to two short lines marked by the arrow. Second, a broad, diffuse 

structure corresponding to large KE and momenta of Br and I fragments, and rather small 

momentum of CH2
+. Neither of these feature matches the predictions of the CES for the CH2Br-I 

isomer geometry, which are shown by the blue dots. Interestingly, for the localized spot in Fig. 36 

(c), the KE of the iodine fragment is almost twice as high as for bromine, which is very different 

from what could be expected because of the mass ratio. A situation like this can be realized for a 

“linearized” molecular configuration, where the bromine atom is located in-between the iodine 

and the methylene group. In a long debate on how the halogen-halogen bond can be formed in 

photoexcited halomethanes [189]–[191], [283], it was, among other, suggested that this can occur 

via the creation of a short-lived intermediate state with nearly linear geometry, which is rather 

different than the geometry of a CH2Br-I isomer sketched in Fig. 2.17. This is then followed either 

by the ejection of one halogen or by BrI formation. However, it should be noted that rather similar 

molecular configuration can be also realized early in CH2Br + I dissociation channel, when the 

CH2Br fragment rotates into alignment with the dissociation axis (see Fig. 2.13 and a discussion 

in Chapter 6 below).  

 Broad, diffuse structures in all panels of Fig. 5.36 are somewhat similar to the signatures 

of BrI elimination channel that can be seen in Figs. 5.25 and 5.33. In accordance with this, in the 

delay-dependent KER- θ23 shown in Figs. 5.30 and 5.31, one can follow a trend that part of the 

events in region (3) move towards small KER and 180▫ angle for larger delays, converging to 

region (5) marked in 20 ps map on Fig. 5.31. If this channel is indeed responsible for part of the 

events populating region (3), one would expect that the KE of the corresponding CH2
+ ion should 

rapidly decrease as a function of the delay, as it separates itself from both halogens. This trend can 

indeed be observed in Fig. 5.37, where the KE of the CH2
+ ions from the CH2 

++ Br2+ + I2+ 

coincident channel is plotted as a function of the delay for the events falling into region (3) of the 

KER- θ23 map. Interestingly, such rapid decrease in CH2
+ energy seems to occur for nearly all 

events plotted in this figure, besides some diffuse background. However, this behavior is not 
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unique for BrI elimination channel. As will be shown in Chapter 6, rotation of molecular co-

fragment in the major CH2Br + I dissociation channel can also cause such local decrease of the 

CH2
+ ion KE.   

 

Figure 5.37.  Delay-dependent KE of the CH2
+ ions from the CH2 

++ Br2+ + I2+ channel in the 

region (3) of the KER-θ23 plot.  The inset shows the zoomed-in view of the events within the red 

box. 

 

Overall, our analysis of potential signatures of transient isomerization remains 

inconclusive. On one hand, we did not observe any features that can be directly associated with 

the CH2Br-I isomer geometry considered in Figs. 2.17 and 2.20. On the other hand, we observe a 

rapidly evolving transient feature, which seem to have two components – one associated with BrI 

elimination reaction, and one reflecting a linearized molecular configuration. It remains open 

whether the latter feature can be simply a signature of a dissociating molecular co-fragment 

rotating itself into alignment with the dissociation axis. To achieve a more specific understanding 

of the dynamics behind these features, theoretical work including a detailed picture of molecular 

PESs, molecular dynamics simulations and explicit calculation of the experimental observables 

will be needed. 
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5.5 Time-resolved analysis of UV-driven photodissociation dynamics in CH2ClI 

probed via three-body coincident channels 

 The primary goal of this chapter was to investigate the photodissociation of dihalomethanes 

triggered by UV irradiation, focusing on the aspects that go beyond the dynamics accessible in 

monohalide molecules like CH3I. Correspondingly, for CH2BrI we identified the signatures of 

competing iodine and bromine detachment pathways, molecular halogen formation and three-body 

dissociation, and discussed potential contributions from transient isomerization. To examine if we 

can generalize our understanding of these dynamics to other dihalomethanes, in a comparative 

study, we repeated some of these time-resolved experiments with the CH2ClI molecule, We 

employed identical experimental conditions, in particular, the UV pump and NIR probe intensities 

of 1×1013 and 8×1014 W/cm2, respectively. The major difference between the two dihalomethanes 

is the mass of the second halogen, which causes different KE distributions of the fragments as well 

as different energy partitioning between internal and translational energies. In particular, for 

dissociation channels with iodine detachment the fraction of internal excitation was reported to 

change from 54-55% for CH2ClI [98], [147] to 64-67% for  CH2BrI [187], [277]).  

 In a brief overview of the CH2ClI data presented below, we follow the same logic and 

procedures we used to identify and disentangle different UV-induced dissociation pathways in 

CH2BrI.  

 Irradiation of CH2ClI molecules with single NIR pulse results in multiple ionization, often 

followed by various two- and three-body fragmentation processes, similar to those discussed for 

CH2BrI in section 5.1. We focus on the coincident analysis of three-body CE patterns for three- 

and five-fold final charge states. Since chlorine has two abundant isotopes, we focused on 

coincident channels involving the lighter isotope, 35Cl.   

 Fig. 5.38 shows the KER-θ23 maps obtained with a single NIR pulse, where θ is the angle 

between the chlorine and iodine momentum vectors. The maps are plotted for (a) CH2
++Cl++I+ 

and (b) CH2
++Cl2++I2+ coincident channels. Both maps display essentially the same structures as 

the corresponding results for CH2BrI shown in Figs. 5.6 and 5.11, respectively. While the KER-

θ23 map for the triply-charged state contains two main features reflecting concerted and sequential 

breakup of the molecule, the data for CH2
++Cl2++I2+ coincident channel result from two different 

concerted breakup pathways, without any significant contributions from sequential channels. 
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Figure 5.38.  (a) KER-θ23 for the three-body fragmentation of CH2ClI into CH2
++Cl++I+ and (b) 

CH2
+ + Cl2+ + I2+ after a single NIR pulse with 8 × 1014 W/cm2 intensity. 

 

 

Figure 5.39.  Delay-dependent KER distribution of CH2ClI fragmentation into CH2
++ Cl++ I+ after 

UV pump and NIR probe pulses. 

 

 The results of two-body analysis of UV-pump - NIR-probe data on CH2ClI is fully 

consistent with the results presented in section 5.3 for CH2BrI and are not presented here. The 

dominant dissociation channel is again the C-I bond cleavage, with Cl detachment providing 

weaker but still significant contribution. In addition, similar to the CH2BrI case, we observed a 
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weak signature of molecular halogen (ClI) formation. In the following, we mainly discuss the 

three-body fragmentation channels, which have been shown to provide a more detailed insight into 

the dissociation dynamics in these polyatomic molecules. 

 

Figure 5.40.  KER-θ23 maps for the three-body coincident CH2
+ + Cl+ + I+ channel at different 

delays from 0 to 2.5 ps. Each snapshot corresponds to the 50 fs delay window centered at the 

values shown in the figure. 

 

 Fig. 5.39 shows the measured delay-dependent KER distribution for CH2
++ Cl++ I+ three-

body coincident channel. The spectrum closely resembles the analogous map for CH2BrI molecule 

shown in Fig. 5.19, displaying a delay-independent high-KER band and two rather broad 

descending structures. The upper of these descending bands is dominated by the two-body 
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dissociation pathways involving the detachment of either halogen atom, whereas the lower one 

mainly reflects three-body dissociation.   

 

Figure 5.41.  KER-θ23 snapshots for three-body coincident channels CH2
+ + Cl+ + I+ (a) and CH2

+ 

+ Cl2+ + I2+ (b) channels at 20 ps. Dashed ovals with numbers mark different regions of the 

spectrum discussed in text. 

 

 Fig. 5.40 shows a series of KER-θ23 maps for different delays, illustrating the time 

evolution of various dissociation channels. These frames are shown up to 2.5 ps, and are followed 

by the same map taken at 20 ps (Fig. 5.41). While the first frame in Fig. 5.40 closely resemble the 

results obtained with a single NIR pulse, already after 50 fs events due to dissociation can be traced 

at lower KER. At larger delays, contributions from dissociation events propagate towards lower 

KER, spread in angle and split into several bands.  

 The KER- θ23 map at 20 ps (Fig. 5.41 (a)) manifest all characteristic features observed in 

the analogous map for CH2BrI in Fig. 5.23 (d). They include a broad horizontal band (3) peaked 

at 7.5 eV and spreading to the angles below 50˚, which is due to the CH2Cl + I and CH2I + Cl 

dissociation channels with rotation of molecular co-fragment; the pronounced spot at low KER 

and nearly 180˚ (4), reflecting back-to-back emission of chlorine and iodine in the ClI formation 

channel, and the events due to three-body dissociation (5) at the lowest KER. Shape of the 

corresponding Newton diagrams, Dalitz plots and halogen energy correlation maps also closely 

resemble the results obtained for CH2IBr. The KER-θ23 map for the CH2
+ + Cl2+ + I2+ shown in 

Fig. 5.41 (b) is rather similar to the analogous map for CH2IBr (Fig. 5.31) as well. 
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Figure 5.42.  KER-θ23 snapshots for the three-body coincident CH2
+ + Cl2+ + I2+ channel at 

different delays from 0 to 2.5 ps. Each snapshot corresponds to the 100 fs delay window centered 

at the values shown in the figure. 

 

 Finally, we take a similar approach as in previous section for CH2BrI and look for potential 

signatures of transient isomerization signal, taking advantage of reaching higher-charged states 

and, thus, avoiding the unwanted contributions from sequential fragmentation channels. A 

corresponding series of consecutive KER-θ23 frames is shown in Fig. 5.42. One can indeed trace 

the appearance of a weak signal on the right from the delay-independent structure as early as 50 

fs. This signal, which is somewhat weaker than for CH2BrI in Fig. 5.30, decays very quickly 
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afterwards, propagating towards lower KER. Here, again, the exact origin of this very short-lived 

structure remains unclear. 

 

5.6 Photodissociation of the CH2BrI molecule at 198 nm probed by strong-

field ionization and Coulomb explosion 

 As discussed in Chapter 2, CH2BrI has three distinct types of electronic transitions in the 

UV range from 190 to 300 nm. The spectrum includes: 

1) The excitation band that peaks at 266 nm resulting in the C-I bond cleavage, with the 

dissociation of the C-Br bond being a minor channel;  

2) The excitation band that peak at 220 nm resulting in the C-Br bond cleavage;  

3) Sharp features around 190 nm corresponding to the iodine Rydberg states.  

 The central wavelength of our UV pulse obtained by fourth harmonic generation is 198 

nm. Hence one would expect different dissociation dynamics compared to what we observed at 

263 nm dynamics. In particular, bond selectivity of the dissociation process should play a role, 

changing the branching ratio of C-Br to C-I bond cleavage. In this chapter, we investigate the 

photodissociation dynamics at this new wavelength aiming to identify important dissociation 

channels and compare them with the corresponding reactions discussed earlier for the longer UV 

wavelength.  

 In these time-resolved experiments, we used the same probe pulse as in our previous 

experiments, with a peak intensity of ~8×1014 W/cm2, and employed the same data analysis and 

channel identification procedures as describe above for 263 nm. The UV pulse intensities we used 

was about 1×1013 W/cm2. The pump-probe contrast was monitored with the ratio of the signal 

from pumped and unpumped molecules at long asymptotic delays. We tested multiple UV 

intensities to identify the contributions from the higher-order (two- or multi-photon) processes, 

quantified by the appearance of ionic species in our TOF spectra. For the experiments described 

below, we have selected the lowest UV intensity where we still had a reasonable pump-probe 

contrast to ensure that the dissociation dynamics is predominantly driven a single UV photon 

absorption. 
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 5.6.1 The CH2BrI molecule under single UV pulse at 198 nm 

 Fig. 5. 43 shows the measured ion TOF spectrum obtained with the UV pulse with a peak 

intensity of 5 × 1012 W/cm2. As can be seen from the spectrum, at this intensity the ionization rate 

is still non-negligible. Note that the dominant contributions to the spectrum result from background 

contributions (scattered light or residual gas ionization). With the employed intensity, the 

dominant photoion from the target molecule is the singly-charged parent ion (CH2BrI+), with some 

contribution from the dissociative ionization products (CH2Br+, CH2I
+, I+, Br+, BrI+ and CH2

+) 

besides the residual gases. As highlighted by a dominant narrow central TOF peak for each of 

these species, the KE distributions of the ionic products peaks near zero KE. 

 

Figure 5.43.  Time-of-Flight (TOF) of the generated ions after a single UV pulse of 5 × 1012 

W/cm2 intensity.  

 

 5.6.2 Pump probe results for CH2BrI at 198 nm 

 The delay-dependent maps for the primary two-body CE channels are shown in Fig. 5.44, 

where we map both the bound and dissociating molecules. Similar to the earlier data for 263 nm, 

each of these spectra displays two features: a delay-independent horizontal high-energy band due 

to the CE of bound molecules (similar to what is produced by the NIR pulse, see section 5.1), and 

a descending band reflecting two-body dissociation triggered by the pump pulse. The dissociating 

events within the descending bands were tested to scale linearly with UV intensity, confirming 
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that they result from the single UV-photon excitation. Comparing the spectra for two main 

channels, CH2Br + I (Fig. 5.44 (a)) and CH2I + Br (Fig. 5.44 (b)), with the corresponding results 

obtained with 263 nm pump (Figs. 5.15 and 5.18 (a), respectively), we conclude that the C-Br 

cleavage is more efficient at the 198 nm wavelength. These results reflect the sensitivity of various  

dissociation pathways to the electronic nature of the initial photoexcitation, and are consistent with 

the results of earlier photodissociation  studies [187], [188].  

 

Figure 5.44.  Delay-dependent KER distribution for the two-body (a) CH2Br+ + I+, (b) CH2I
+ + 

Br+ and (c) CH2
+ + BrI+ coincident channels. 
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 In addition, the BrI elimination is expected to become efficient below 200 nm [187]. The 

spectrum presented for the corresponding CH2
++BrI+ two-body CE channel in Fig. 5.44 (c) shows 

a clear descending band in the delay-dependent KER map reflecting this channel. Although the 

overall event rate in this CE channel is rather low, the descending band reflecting the BrI 

elimination upon single-photon absorption is well-localized and comparable in strength with a 

delay-independent high-energy feature, very different from the corresponding 263 nm results 

shown in Fig. 5.18 (c). 

 

Figure 5.45.  Delay-dependent KER distribution of fragmentation of CH2BrI into CH2
++Br+ +I+ 

after UV pump at 198 nm and NIR probe pulse. The dashed lines highlight the structures due to 

two- (upper line) and three-body (lower line) dissociation channels.  

 

To further elucidate the dynamics of various dissociation channels, we investigate delay-

dependent three-body fragmentation patterns, following the procedures described in section 5.4 

for 263 nm. Fig. 5.45 shows the delay-dependent KER for the CH2
+ +Br+ +I+ coincident channel. 

Similar to the results presented for 263 nm pump in Fig. 5.19, this spectrum includes the same 

delay-independent high-energy band reflecting the CE of bound molecules by the NIR probe pulse, 

and two descending bands due to dissociation triggered by the UV pulse. However, both of the 

descending bands are clearly shifted towards the lower KER values for the data obtained with 198 

nm pump pulse. To reveal the nature of this shift and other dissociation details, as a next step, we 

explore the signatures of various contributing dissociation pathways in the KER-θ23 maps for this 

channel, which are presented in Figs. 5.46 and 5.47 (a).  
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Fig. 5.46 displays the KER-θ23 maps for CH2
++Br++I+ coincident channel obtained at zero 

delay (a) and at 2.5 ps delay (b). Interestingly, in contrast to the results obtained with 263 nm pump 

pulses, already the zero delay data in Fig. 5.46 (a), besides the contribution from concerted and 

sequential breakup of a bound molecule, manifest the onset of dissociating events at lower KER. 

This can be clearly seen by comparing this figure with NIR-only data in Fig. 5.6 or the first two 

panels in the data with 263 nm pump (the first two panels in Fig. 5.22). The most likely reason for 

this is a longer duration of our 198 nm pulse compared to 263 nm. Even if at zero delay, the 

maxima of both UV and NIR pulses overlap, for >100 fs duration of our 198 nm pulse, the events 

triggered by the photoabsorption in the leading edge of the pulse can propagate for more than 50 

fs until the NIR probe pulse arrival, resulting in significant dissociation dynamics and, thus, lower 

KER. 

 

Figure 5.46.  KER-θ23 snapshots for the three-body coincident CH2
+ + Br+ + I+ channel at (a) 0 fs, 

and (b) 2.5 ps.  

 

 The KER-θ23 map for 2.5 ps delay shown in Fig. 5.46 (b) displays a significant number of 

low-KER events due to various dissociation pathways. We observe a signature of three-body 

dissociation at very low KERs, a consolidating, somewhat localized spot above this band at large 

angles, and a broad, diffuse distribution of events at larger KERs and smaller angles. To assign 

different channels more reliably, we consider the same KER-θ23 map for 20 ps delay in Fig. 5.47 

(a), where most of the channels are expected to reach asymptotic conditions and become well-

separated. The map shows three distinct regions, marked (3-5) in the figure, where, similar to the 
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results presented in Fig. 5.23 (d) for 263 nm pump, regions (3) and (4) partially overlap. 

Considering other three-body representations (Newton diagrams, Dalitz and halogen energy 

correlation plots) as well as the results of our CES, we conclude that, similar to the assignments 

made for 263 nm data, the events in region (3) of Fig. 5.47 (a) result from halogen detachment 

channels (CH2Br+ I and CH2I + Br), region (4) is predominantly due to molecular halogen 

elimination pathway, CH2 + BrI, whereas the events in region (5) originate from the three-body 

dissociation triggered by the UV pimp. However, in contrast to the 263 nm results, the latter two 

channels seem to provide dominant contributions to dissociation. This is even more pronounced 

in the results for CH2
+ + Br2+ + I2+ channel depicted in Fig. 5.47 (b), where the signatures of BrI 

elimination channel in region (4) become particularly strong. 

 

Figure 5.47.  KER-θ23 snapshots for the three-body coincident (a) CH2
+ + Br+ + I+ and (b) CH2

+ 

+ Br2+ + I2+ channels at 20 ps. The regions are numbered and marked, indicating KER-θ23 features 

corresponding to different pathways discussed in the text. 

 

 The observed behavior can be rationalized based on our expectations of the energy 

threshold for three-body dissociation (5.66 eV) and previous knowledge about the wavelength-

dependence of the branching ratio for various dissociation pathways. At 198 nm, three-body 

dissociation with one UV photon becomes energetically accessible, making this a prominent 

channel. We can also note that the access energy for this reaction triggered with one 198 nm photon 

is significantly smaller than for the absorption of two 263 nm, photons. Correspondingly, the 

asymptotic KER of the three-body dissociation process is smaller for 198 nm compared to 263 nm, 
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as can be clearly seen by comparing Figs. 5.45 and 5.48 (a,b) with Figs. 5.19, 5.23 (b) and 5.31, 

respectively. The increased branching ratio for BrI elimination channel can also be expected based 

on earlier spectroscopic results and on previous calculations, since this is only a minor channel 

upon single-photon excitation in the A-band [187], [188]. However, we should note that 

contributions from two-photon processes to the observed yield of this channel at 198 nm could not 

be excluded, given its increased branching ratio for five-fold-charged final state in Fig. 5.47 (b) 

and the presence of some BrI+ ions in the TOF spectrum obtained with the UV pump pulse only, 

as shown in Fig. 5.43. 

 

 5.6.3 Pump probe results for CH2I2 at 198 nm 

 In the last step, to investigate the generality of our conclusions on the dissociation dynamics 

triggered by the shorter UV wavelength, we repeated the same set of experiments with another 

molecular target, diiodomethane (CH2I2). Even though we did not consider CH2I2 dynamics upon 

263 nm excitation in this work, a recent PhD study [274] provides abundant reference data for 

comparison. 

 

Figure 5.48.  Delay-dependent KER distribution of fragmentation of CH2I2 into CH2
+ + I+ + I+ 

after UV pump at 198 nm and NIR probe pulse. The dashed lines highlight two- and three-body 

dissociation channels. 

 

 The delay-dependent KER distribution for the CE of CH2I2 into CH2
+ + I+ + I+ channel 

obtained in 198 nm pump – 790 nm probe experiment (with the same pump and probe pulse as 
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used for CH2BrI) is shown in Fig. 5.48, whereas the corresponding asymptotic KER-θ23 maps 

obtained at 20 ps for CH2
+ + I+ + I+ and CH2

+ + I2+ + I2+channels are shown in Fig. 5.49 (a) and 

(b), respectively. Very similar to the CH2BrI results presented before, the results indicate a 

dramatic branching ratio change in single-photon processes triggered by 263 nm and 198 nm 

pulses, with molecular I2 elimination and three-body dissociation becoming dominant reaction 

pathways at the shorter wavelength. 

 

Figure 5.49.  KER-θ23 snapshots for the three-body coincident (a) CH2
+ + I+ + I+ and (b) CH2

+ + 

I2+ + I2+ channels at 20 ps.  The dashed ovals mark the regions of the KER-θ23 map corresponding 

to different pathways discussed in the text. The channel assignment is the same as for CH2BrI data 

discussed in the previous section. 

 

5.7 Summary 

In this chapter, we discussed photodissociation of dihalomethane molecules triggered by 

UV light for two different excitation wavelengths, 263 nm and 198 nm. For the longer 

wavelengths, dominant single-photon-induced dissociation processes result from the cleavage of 

one of the carbon-halogen bonds, with the contribution from C-I bond breaking being the stronger 

and C-Br or C-Cl bond the weaker channel for CH2BrI and CH2ClI molecules. We found that the 

rotational motion of a molecular co-fragment in these dissociation reactions plays a crucial role 

for our understanding of dissociation dynamics and of the formation of the three-body CE patterns. 

This rotational motion will be studied in more detail in the next chapter. We also identified 

pronounced contributions from three-body dissociation and molecular halogen elimination, where 
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the former is exclusively and the latter to a large extent driven by the absorption of two or three 

UV photons. Although we did not observe unambiguous signatures of UV-induced 

photoisomerization, we identified a set of events, where a molecule seems to pass through a 

transient configuration corresponding to a linearized geometry in-route towards dissociation. A 

deeper understanding of the dynamics behind the observed transient features will require extensive 

theoretical work. The observed dynamics are rather similar between the two dihalomethane 

molecules studied here, suggesting that most of our findings can be generalized to other systems. 

For CH2BrI photodissociation triggered by shorter excitation wavelength (198 nm), we 

observe a dramatic change in the branching ratios of different reaction pathways, with three-body 

dissociation and molecular halogen elimination becoming dominant channels. In addition, for two-

body dissociation with halogen atom detachment, we observe an increased branching ratio for C-

Br bond breaking with respect to C-I bond cleavage, confirming bond selectivity of UV-induced 

photodissociation. Finally, we obtain very similar results for excitation of CH2I2 at 198 nm, again 

suggesting that our conclusions can be generalized to other molecules of halomethane family.  

  



189 

 

Chapter 6 - Direct imaging of the UV-driven rotational motion of the 

radical co-fragments in the photodissociation of dihalomethanes 

 In the experiments described in the previous chapter, we used time-resolved coincident ion 

imaging to identify and disentangle signatures of different UV-induced photodissociation 

pathways in dihalomethane molecules. Based on these results, in this chapter we attempt to directly 

image the correlated motion of atomic and molecular co-fragments in some of these dissociation 

processes. We specifically focus on the A-band dissociation of CH2BrI and CH2ClI at 263 nm, 

apply the procedures described in Chapter 5 to select the CE events resulting from the cleavage of 

a particular carbon-halogen bond, and map the rotation of molecular radical co-fragment correlated 

with the translational motion of both reaction products.  

 

Figure 6.1.  Mechanistic picture of CH2BrI photodissociation. Absorption of a 263 nm photon 

primarily breaks the C-I bond, such that the force due to dissociation is along the C-I axis. This 

force exerts torque on CH2Br as its center of mass lies near bromine atom. 

 

6.1 Partitioning of excess energy into rotational degrees of freedom 

 As discussed in Chapter 2, in the dissociation of dihalomethanes in the A-band, a significant 

fraction of available energy is deposited into internal degrees of freedom of the polyatomic co-

fragment. Based on the measured KE of the photodissociation products, this fraction was estimated 

to reach 54-55 % in CH2ClI [98], [147] and 64-67% in CH2BrI [99], [187], whereas for the linear 

alkyl iodides like CH3I it does not exceed a few percent level [98], [146]. Theoretical calculations 

predict that most of the transferred energy is channeled into rotational excitation [186], triggering 

robust rotational motion as illustrated in Fig. 2.13. Such energy flow into the rotational degrees of 

freedom can be understood in classical terms considering the “anchor” effect of the second heavy 

halogen atom. As illustrated in Fig. 6.1 for CH2BrI, upon photodissociation the fragment velocities 
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are initially directed along the C-I bond, while the CM of CH2Br lies close to Br atom. Due to this 

shift of the CM off the C-I bond axis, significant torque is exerted on the CH2Br co-fragment [186]. 

As a result, the radical fragment rotates around its CM. 

 

Figure 6.2.  Schematic diagrams of the potential energy curves and cartoon snapshots of the 

propagating wave packet for different dissociation pathways. 

 

 To illustrate how the excess energy after photoabsorption is distributed between the KE of 

the photoproducts and various forms of internal energy, we consider the energetics of the 

photodissociation process. They are determined by the energy conservation: 

𝛥𝐸 = ℎ𝑣 − 𝐷0 + 𝐸𝑆𝑂 6.1 

𝛥𝐸 =  𝐸𝑡𝑟𝑎𝑛𝑠 + 𝐸𝑖𝑛𝑡 6.2 

where ΔE is the excess energy following photodissociation, which partitions between the internal 

excitation energy (Eint) and the translation energy (Etrans), and 𝐷0 is the energy required for 

dissociation. Fig. 6.2 visualizes the excess energy using the schematic of the repulsive potential 

energy curves (PECs) involved in photoexcitation in the A-band.  

 While rotational motion of a polyatomic co-fragment for UV-driven 

photodissociation of dihalomethanes can be expected from the known energy partitioning 

[103,104], and has been also modelled theoretically [186], until very recently, no direct 

observations of such rotational dynamics have been reported. First signatures of such co-fragment 

rotation have been traced as a periodic signal in a recent UED experiment for CH2I2 upon 266 nm 

excitation [53]. In a later CEI experiment on the same reaction, CH2I rotational motion needed to 

be considered in order to match the CEI data with the CES, similar to what was discussed in section 
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5.4.2 for CH2BrI (see also Figs. 5.24 and 5.26). Moreover, implications of such rotational motion 

for charge transfer in dissociating molecules have been recently discussed for several FEL 

experiments [284], [285]. However, all of the above-mentioned studies represent rather indirect 

measurements of the co-fragment rotation. The main goal of this chapter is to present a visual and 

intuitive picture of this rotational motion using experimental approach discussed in Chapter 5. We 

first present and discuss the results obtained for CH2BrI molecule, and then complement them with 

the data for CH2ClI, aiming to demonstrate the generality of the discussed phenomenon. To 

rationalize our experimental findings and underpin the correspondence between the rotational 

motion of interest and our experimental observables, we performed molecular dynamics 

simulations of the UV-induced dissociation combined with Coulomb explosion simulations. 

Experimentally, results presented in this chapter originate from the experiment described in section 

5.4.1 for CH2BrI and in section 5.5 for CH2ClI, the intensity of 263 nm pump and 790 nm probe 

pulses were kept at 1.5 × 1013 and 8 × 1014 W/cm2, respectively.  

 

6.2 Mapping the rotational motion of radical co-fragments 

The measured KER distribution for the triply-charged coincidence channel CH2
+ + Br+ + 

I+ as a function of the time delay between the UV and NIR pulses was shown in Fig. 5.19. In Fig. 

6.3., we complement it with the delay-dependent KE distributions of the individual fragments 

obtained from the same event set. In addition to the characteristic horizontal and descending bands, 

which we observe in most of the delay-dependent KER spectra so far, some periodic oscillatory 

features can be seen in the lower-KE parts of the spectra. To look for the origin of these structures, 

we first focus on dissociating molecules only. This can be achieved by gating on the lower-KER 

part of the delay-dependent KER distribution shown in Fig. 5.19. 

Fig. 6.4 displays the same delay-dependent KE distributions as Fig. 6.3, but with the 

condition that the total KER of all three particles does not exceed 11 eV. The spectra manifest a 

clear oscillatory structure, which is most pronounced for CH2
+ and Br+ spectra in Fig. 6.4 (a) and 

(b), respectively. While in the CH2
+ data in (a) the oscillatory structure is well-separated from the 

broad low-KE channel, in Br+ and I+ it overlaps with broad descending bands. 

Considering four major dissociation channels analyzed in section 5.4., we can attribute the 

lower descending band in Fig. 6.4 (a), which converges to rather low CH2
+ KEs at large delays, to 

the mixture of three-body dissociation and CH2 + BrI molecular halogen elimination pathway. 
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Figure 6.3.  Delay-dependent KE distributions of the individual fragment ions (a) CH2
+, (b) Br+, 

and (c) I+ from the CH2
+ + Br+ + I+ coincident channel. 
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Figure 6.4.  Same delay-dependent KE distributions of the individual fragment ions as in Fig. 6.4, 

but with the additional requirement that the total KER of the CH2
+ +Br+ + I+ coincident channel is 

below 11eV. 

 

For both of these channels, the CH2
+ fragment is far away from its iodine and bromine 

partner at large delays, resulting in its low KE. In contrast, for both halogen detachment channels, 

CH2Br + I and CH2I + Br, the methylene group stays together with one of the halogens until the 

probe pulse arrives, leading to considerably higher KE. Based on this interpretation, in order to 
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clean up the oscillatory structures in Br+ and I+ data, we set an additional gate on the upper of the 

two CH2
+ features observed in Fig. 6.4 (a), leaving out the events with low CH2

+ KE. Delay-

dependent Br+ and I+ KE distributions with this additional gate are shown in Fig. 6.5 (a) and (b), 

respectively. Comparing these spectra with Fig. 6.4 (b, c), we can see that the descending bands 

superimposed on the oscillator y structure are clearly reduced in intensity, although not completely 

removed. 

 

Figure 6.5.  Delay-dependent KE distributions for (a) Br+ and (b) I+ in CH2
+ + Br+ + I+ coincident 

channel. Only the events fulfilling the conditions KER< 11eV and KE(CH2
+) > 4.3 eV are 

included. The dashed contour in (a) shows the polygon gate for the projection of the Br+ map used 

in Fig. 6.6. The dashed rectangle in (b) highlights a signature of a weaker oscillatory structure 

corresponding to C-Br bond breaking (see text for details). 
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 In these filtered spectra, the periodic structure is readily visible, in particular, in the delay-

dependent KE distribution for Br+ shown in Fig. 6.5 (a). The oscillating Br+ KE covers a broad 

range, with its borders shifting to lower KE values with increasing delay. Remarkably, in the 

minima of this oscillation, the KE of Br+  reaches very small values, approaching zero at ~1000 fs. 

The only scenario which can reasonably explain periodic appearances of such low KE values for 

fragments from triple ionization followed by CE implies that at these delay times the molecule 

reaches nearly linear geometry, with the bromine fragment located in-between the other two, as 

sketched in the lower inset in Fig/ 6.5 (a). In this configuration, mutual Coulomb repulsion from 

both sides after CE can bring the Br+ ion energy to nearly zero values. This scenario is consistent 

with rotational motion of the CH2Br co-fragment. Correspondingly, in the maxima of the Br+ KE, 

the molecule approaches the opposite “linearized” geometry, with the bromine atom located on 

the outside as sketched in the upper inset of Fig. 6.5 (a).   

 

Figure 6.6.  (a) Delay-dependence of the CH2
+ and Br+ ion yields in the regions corresponding to 

the maxima of the respective oscillatory structures (see dashed boxes in Figs. 6.4 (a) and 6.5 (a), 

respectively. (b) FFT of the Br+ signal from panel (a).  

 

 If the oscillatory structures observed in Fig. 6.3-6.5 are indeed due to CH2Br rotation, the 

CH2
+ signal can be expected to be out of phase with the Br+, as can be intuitively visualized from 

the two insets shown in Fig. 6.5 (a). To verify this, in Fig. 6.6, the projections of the individual 

two-dimensional maps of the CH2
+ and Br+ KE distributions onto the delay axis for regions 

selected close to their respective KE maxima, as marked by the tilted dashed boxes on the top of 

Fig. 6.4 (a) and 6.5 (a), are shown in Fig. 6.6 (a). The two curves display pronounced ion yield 
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oscillations with a 280 fs period, which are clearly out of phase with each other. Plotting a fast 

Fourier transform (FFT) of the corresponding Br+ signal in Fig. 6.6 (b), we observe a single peak 

at ~120 cm-1, corresponding to the periodicity observed in Fig. 6.6 (a). 

In accordance with the above discussion, the behavior of the observed oscillatory signals 

CH2
+ and Br+ can be interpreted as a signature of the rotational motion of the CH2Br fragment after 

the C-I bond cleavage. The observed rotational period (280 fs) corresponds to the classical rotation 

period of a state with rotational quantum number J ~ 48, fitting to the expectations of significant 

rotational excitation discussed above. Noticeably, the oscillations in all signals are gradually 

washed out at large delays. To quantify this, in Fig. 6.7 the same Br+ curve as shown in Fig. 6.6 

(a) is fitted with the damping sinusoidal function, yielding the characteristic damping time of ~2.1 

ps. While a few possible reasons for such damping of the oscillatory signal due to rotations can be 

considered, the most straightforward explanation is a dephasing of the rotational wave packet due 

to different frequencies of its constituents. Such dephasing will be discussed more quantitatively 

in the next section, where the results of the corresponding CES will be presented. Here we should 

just note that the need to allow for a significant spread of angular velocities of this rotation while 

simulating dissociation of CH2BrI in section 5.4.2 was already introduced in order to account for 

a broad KE and angular spread of the iodine and bromine fragments (see Fig. 5.26 and the 

discussion thereof). 

 

Figure 6.7.  Delay-dependence of the Br+ ion yields and the fitting damping sinusoidal function 

suggesting a dephasing time of about 2 ps. 
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Note that the envelopes of both CH2
+ and Br+ oscillatory structures in the delay-dependent 

KE spectra of Figs. 6.4 (a) and 6.5 (a) move to lower KE values with increasing delay, highlighting 

decreasing but still non-negligible Coulomb repulsion from the detached iodine fragment at 

increasing internuclear separations. This reflects the correlated motion of the detached iodine atom 

and the rotating CH2Br fragment, and the corresponding modulation in the descending band of the 

delay-dependent I+ KE map in Fig. 6.5 (c). However, in the same map, there is also a larger-scale 

structure, the minima of which are highlighted by the dashed rectangle on the bottom of Fig. 6.5 

(c).  

 

Figure 6.8.  Gated Br+ and I+ maps. (a)  Delay-dependent KE distribution of Br+ for the same 

conditions as in Fig. 6.5 (KER< 11eV, KE (CH2
+) > 4.3eV), but for KE (I+) within the descending 

channel shown in Fig. 6.5 (b). (b) Delay-dependent KE distributions of I+ for the same conditions 

(KER< 11eV, KE (CH2
+) > 4.3eV), but for KE (Br+) within the descending channel shown in Fig. 

6.5 (a). The arrows show the maxima and minima in the weak oscillations due to CH2I co-fragment 

rotation for the bromine detachment channel. 
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 As a complementary feature, a descending band passing through the middle of the 

pronounced oscillation of the filtered Br KE can be also traced in Fig. 6.5 (b). Both of these features 

reflect the presence of a weaker dissociation channel, CH2I + Br, which was clearly identified in 

the data (see the discussion in section 5.4.2). The separation of the CH2Br + I and CH2I + Br cannot 

be done based on the CH2
+ KE, since it remains rather high in both cases. 

 To better isolate the two competing channels, in Fig. 6.8 we present the same Br+ 

and I+ KE spectra as shown in Fig. 6.5, but with additional condition on the delay-dependent KE 

of the second halogen fragment. Specifically, in Fig. 6.8 (a) we plot Br+ data selecting the events 

only within the descending I+ band in Fig. 6.5 (b), whereas in Fig. 6.8 (b) for iodine, we select only 

the events within the descending Br+ band in Fig. 6.5 (a). The resulting spectrum for Br+ in Fig. 

6.8 (a) has now even cleaner selection of events belonging to the major dissociation pathway 

CH2Br + I, and only remnants of the descending band reflecting bromine detachment are visible. 

The selection of the I+ events in Fig. 6.8 (b) reflecting the weaker CH2I + Br channel is less clean, 

containing more contamination from the dominant iodine detachment band. Nevertheless, an 

oscillatory structure (with maxima and minima marked by the arrows) can be now traced in this 

graph, reflecting the rotation of the CH2I co-fragment in the weaker dissociation channel.  

 

Figure 6.9.  Delay-dependent kinetic energy distributions of Br+ with all the events satisfying the 

triple gates including KER < 11eV, KE (CH2
+) > 4.3 eV and KE (I+) < 0.2 eV, representing the 

bromine detachment channel. 

 

 To visualize it, in Fig. 6.9 we plotted the corresponding Br+ events with the additional 

requirement that the I+ KE is below 0.2 eV (see the dashed box in Fig. 6.5 (b)), to avoid any overlap 

with the dominant iodine detachment band. The figure now clearly visualizes the dissociation via 
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the CH2I + Br channel. Plotting the yield of the corresponding I+ events in Fig. 6.10, we observed 

a clear oscillation with somewhat longer period (~330 fs), directly reflecting the rotation of the 

CH2I co-fragment. 

 

Figure 6.10.  Delay-dependence of the I+ in the energy range of 0-0.2 eV. The oscillatory structure 

with a period of about 330 fs is attributed to the C-Br dissociation and the following rotational 

motion of the CH2I fragment. 

 

 UV power-dependent measurements (not shown here) indicate that the observed oscillatory 

structures are independent of the UV pulse intensity, implying that these dynamics are not 

triggered by two- or three-photon excitations but mainly originate from the single UV-photon 

excitation.  

  As can be seen from the discussion of the KER-θ maps presented in Chapter 5, another 

useful and sometimes intuitive observable for understanding or visualizing reaction dynamics is 

the angle between the measured momentum vectors of the fragments. It is particularly natural to 

examine it in an attempt for direct visualization of rotations discussed here. Accordingly, Fig. 6.11 

shows the delay-dependent momentum angles between all three pairs of the ions detected here: (a) 

CH2
+-I+, (b) CH2

+-Br+, and (c) Br+-I+. All three delay-dependent angles exhibit a clear oscillation 

with the same periodicity as the KE oscillations discussed earlier. When the Br atom reaches its 

minimum KE, the CH2-I angle approaches nearly 180▫, as can be expected, and the Br-I reaches 

its minimum. However, neither of these angular distributions cover all angles from 0 to 180▫, as 
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one could naively expect from just the rotation of the CH2Br molecule, and they all manifest some 

rather non-trivial delay dependence. This highlights once again that the measurements reported 

here are performed in momentum space, and the angles presented do not directly correspond to the 

time-dependent angles between different molecular bonds. However, this behavior can be readily 

rationalized based on the CESs presented in the next section.  

 

Figure 6.11.  Delay-dependent angle between the measured momentum vectors of the two ions 

for (a) CH2-I,
 (b) CH2-Br, and (c) Br-I. The event selection is the same as in Fig. 6.8 (a) (KER < 

11eV, KE (CH2
+) > 4.3 eV, gated on the descending band in I+ KE distribution), ensuring that the 

data mainly result from CH2Br + I dissociation channel. 
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Figure 6.12.  Time evolution of Newton diagrams with I+ momentum vector fixed along +X.  Two 

well-separated channels are attributed to two distinct C-I and C-Br dissociation channels. A strong 

feature moves on the ring from the maximum to the minimum in a closed loop. The assigned 

fragment to each direction is indicated on the top left panel with the corresponding delay at the 

bottom right of each panel. 
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 Qualitatively, there are two additional factors contributing to the non-trivial and delay-

dependent changes in the angles presented in Fig. 6.11. First, the CH2Br fragment receives an 

initial “momentum kick” from the dissociation, in the direction opposite to the iodine motion. 

Accordingly, this momentum shift is imprinted in the angles, in particular, shifting the CH2
+ and 

Br+ ions from the perfect back-to-back emission. Second, there is always a Coulomb repulsion 

between the iodine and the other two products. While the former factor can be accounted for by 

the “Native frames” analysis discussed in section 5.1, the latter needs to be modelled.  

 The ultimate goal of this work is to create a molecular movie of the dissociation reaction 

including the rotational motion of the polyatomic co-fragment. One possible way of doing this 

would be created a timed sequence of Newton diagrams, which directly visualize the relative 

momenta of three fragments and, thus, are sensitive to their relative positions. Such a timed 

sequence for the events our triple coincidence channel is plotted in Fig. 6.12 for the positions of 

maxima, minima and intermediate values of the CH2
+ KE oscillation shown in Fig. 6.4 (a). Here, 

we select the iodine momentum vector as a reference for positive X axis since this is the most 

natural reference frame to visualize the rotation of the CH2Br co-fragment. 

 In all of the maps, there are structures reflecting the stronger C-I and the weaker C-Br 

dissociation channels. These two features can be also tracked in the Newton diagrams using CH2
+ 

fragment as a reference, shown in Fig. 6.13. We apply a gate on the more intense part of the sharp 

inner feature to select the most likely events for each of the selected positions, and apply this gate 

to the Newton maps using I+ as a reference. 

 The resulting set of the Newton diagrams with the iodine flying to the +X direction is 

shown in Fig. 6.14. This figure then directly visualizes the delay-dependent orientation of the 

CH2Br axis with respect to the dissociation direction. Remarkably, the magnitude of the relative 

momenta also changes, highlighting the influence of the mutual orientation on the fragment energy 

sharing. 
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Figure 6.13.  Time evolution of Newton diagrams with CH2
+ momentum vector fixed along +X. 

A pronounced feature that moves on the inner structure from “maximum” to “minimum”, marked 

in blue in the first three panels, is used for filtering the other set of Newton diagrams. 
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Figure 6.14.  A set of gated Newton diagrams showing the CH2
+ and Br+ relative momenta with 

respect to the I+ flying to the right. At the “maximum” points (referred to CH2
+ KE), Br is in the 

middle close to the iodine while CH2 is on the outside. In the minimum, the CH2 is in-between, 

the two halogen atoms. 
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 6.3 Molecular dynamics and Coulomb explosion simulations 

 The energy partitioning between translational and internal modes in the photodissociation 

process across the repulsive PES can be estimated using a rigid radical approximation of the 

impulsive mode. In the rigid radical limit, it is assumed that the dissociation is impulsive and the 

flow of energy into the vibrational degrees of freedom of the fragments is ignored. According to 

the rigid radical model, most of the available energy should be partitioned into translational and 

rotational energy. The rotational motion appears as oscillatory structure in the delay-dependent 

observables, e.g., kinetic energies and the relative momentum angles of the detected ions. To 

rationalize the experimental findings and underpin the correlation between the time-dependent 

oscillatory signal and the rotational motion, Dr. Enliang Wang from Dr. Rudenko’s group 

performed molecular dynamics simulations of the UV-induced dissociation combined with 

Coulomb explosion simulations. We will show some related results in the following to compare 

with our experimental data.  

 The molecular dynamics on the repulsive PES prepared by the pump pulse were simulated 

by a classical model. We create a bunch of trajectories by increasing the C-I bond length. For each 

time, we extracted the position and velocity of the molecule to perform the Coulomb explosion 

simulation for the CH2
++Br++I+ final state. The initial geometry is set to be at equilibrium 

configuration of a neutral molecule with zero velocity. The C-I body dissociation was assumed to 

reach asymptotic velocities (𝑣𝑓) with an exponential rise function. The time-dependent relative 

velocity 𝑣(𝑡) and internuclear distance 𝑅(𝑡) between the two fragments are described by 

𝑣(𝑡) = 𝑣𝑓 [1 − (1 −
𝑣0

𝑣𝑓
)ⅇ−𝑡/𝜏] 6.3 

𝑅(𝑡) = 𝑣𝑓𝑡 + (𝑣𝑓 − 𝑣0) (ⅇ−𝑡/𝜏 − 1) 𝜏 + 𝑅0. 6.4 

Here, 𝜏 is the lifetime of the dissociative state, which were determined to be 50 and 115 fs for the 

C-I and C-Br bonds dissociations, respectively, by Attar et al. [279]; 𝑣0 and 𝑅0 are the initial 

relative velocity and internuclear distance between the two fragments, respectively, sampled by a 

quantum harmonic oscillator. The asymptotic velocities (𝑣𝑓) were determined by the experimental 

KER of the precursor dissociation channel at 20 ps delay to subtract the Coulombic contribution 

from the kinetic energies. We consider the CH2Br radicals to be rigid rotators where the 

exponential rise function also describes the rotational velocity with the same lifetime as the bond 

dissociation.  
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𝜔(𝑡) = 𝜔𝑓 [1 − (1 −
𝜔0

𝜔𝑓
)ⅇ−𝑡/𝜏]  6.5 

𝜃(𝑡) = 𝜔𝑓𝑡 + (𝜔𝑓 − 𝜔0) (ⅇ−
𝑡
𝜏 − 1)  𝜏 + 𝜃0 

6.6 

where ω0 is the initial angular velocity, and ωf is the asymptotic rotational velocity, which is 

determined by fitting the ab initio calculations to be ωf = 1.35˚/ fs. A minor adjustment was 

performed on the rotational velocity to get the best fit for the experiments.  

 In order to authenticate the interpreted experimental results and produce a detailed picture 

of the structural evolution of the molecule following UV photoexcitation, we reproduced the time-

dependent kinetic energy and molecular angular correlations and compared them with the 

experimental results. The 2D delay-dependent kinetic energy distributions are shown in Fig. 6.15. 

The first glimpse looks similar to the experiments having approximately the same periodicity and 

anti-correlation between the Br+ and CH2
+ fragments.  

 

Figure 6.15.  Simulated delay-dependent KER distributions of the CH2
++Br++I+ coincident 

channel and the KE distributions of the individual ions. The distributions show oscillation with the 

periodicity of about 280 fs and the anti-correlation between the fragments. 
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 The double frequency of iodine KE modulation corresponds to the fact that the iodine KE is 

large every time the geometry approaches linear, and it is sharper if the CH2 is in the middle. The 

CH2Br is rotating around its center of mass, which lies near the Br atom with the heavy mass. 

When CH2 is in the middle, the distance between iodine and CH2 is shorter, resulting in energy 

enhancement. 

 Fig. 6.16 (a) and (b) shows the I-C-Br bond angle as a function of time delay for each 

rotational velocity during the C-I and C-Br bond dissociation. These graphs show that analogous 

oscillations with identical periodic structures are observed in agreement with the experiments. 

Within the Frank-Condon region, the molecule dissociates starting from an area of the repulsive 

PES, which induces a small width of the rotational velocity. As shown by the blue, green, and 

magenta curves in these figures, a small difference of 0.05 °/fs of the rotational velocity exhibits 

dephasing at large time delays. We can resolve the rotational structure before the dephasing by 

taking advantage of the high temporal resolution.  

 

Figure 6.16.  Time-dependent molecular bond angle, defined by C-I and C-Br bonds, in different 

carbon-halogen bond dissociation. (a) The molecular bond angle for the C-I bond dissociation for 

the rotation velocity of 1.35, 1.30, and 1.25°/fs are shown with the blue, green, and magenta curves. 

(b) The molecular bond angle for the C-Br bond dissociation for the rotation velocity of 1.15, 1.1, 

and 1.05 °/fs are shown with the blue, green, and magenta curves. 

 

 The Coulomb explosion model was introduced to describe the CE, where the atomic 

position and velocity were obtained by solving the equation of the motion assuming instantaneous 
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vertical ionization to the purely Coulombic triply-charged final state. Performing the CE 

simulation, every atom’s three-dimensional momentum vector, the direct experimental 

observables, is determined. Fig. 6.17 (a) and (b) show the simulated momentum angles.  

 

Figure 6.17.  Simulated momentum angles for the C-I and C-Br bond dissociation. (a) The relative 

angles, defined by the momentum vectors of I+, Br+, and CH2
+, are determined by the Coulomb 

explosion simulation with a rotational velocity of 1.35°/fs for the C-I bond dissociation. (b) The 

relative angles, with a rotational velocity of 1.1°/fs for the C-Br bond dissociation. The blue, red 

and green curves correspond to the relative momentum angle defined by I+- Br+, I+- CH2
+, and 

CH2
+- Br+ momentum vectors. 

 

 

Figure 6.18.  Cartoon snapshots of the molecular structure generated from simulations at different 

delays are stacked. At zero fs, the general motions are indicated by the green arrows. The dynamics 

include dissociation of the molecule and rotation of the CH2Br co-fragment around the CH2. 
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 The oscillations explicitly reflect the molecular rotational motion. Fig. 6.18 shows a series 

of cartoon snapshots taken from molecular dynamic simulations to capture the general dynamics 

of the molecule following the UV-photon absorption. The two arrows shown in the first frame 

indicate the overall motion of the molecule displayed in the subsequent frames: dissociation of the 

C-I bond and the rotation of the co-fragment. These are probed by the strong-field ionization. The 

simulations could be improved by convolution with a Gaussian distribution with the FWHM of 

the experimental cross-correlation to consider the instrument response function correlated to the 

experimental measurements. 

 Overlaying the simulations on the experimental results highlights a good agreement 

between the two. The delay-dependent angle between the momenta of the CH2
+ and I+ is shown in 

Fig. 6.19 (a). This graph gives an intuitive picture of the photodissociation dynamics of the 

molecule after the UV-photon excitation. The oscillations with a period identical to the temporal 

modulation of the individual fragment’s kinetic energy distribution shown in Fig 6.19 (b) illustrate 

the rotation of the CH2Br fragment. This relative angle spans all the angles between zero degrees, 

representing a linear geometry where the Br atom is located in the middle of the CH2 and I, and a 

larger angle close to 180 degrees. This angle has not reached 180 could be explained by the 

influence of the iodine repulsion, which decreases as a function of delay but is nonnegligible at 

nearly 2.5 ps in this graph. 

 

Figure 6.19.  Comparison of the outcome of CES with experimental results. Delay-dependent (a) 

relative momentum angle of CH2
+ and I+ and (b) kinetic energy distributions of Br+ fragments 

overlaid with the results of a molecular dynamics simulation described in the text. The dotted lines 

indicate a half-period phase shift between the strong oscillatory features visible in (a) and (b). 

 



210 

 

6.4 Imaging the rotational motion in CH2ClI triggered by ultraviolet light 

 In order to check whether the observations presented in the previous sections can be 

generalized for other dihalomethanes and look for the similarities and differences in the 

characteristics, we performed a similar set of experiments on the CH2ClI molecule. Below, we 

present a brief overview of the related results of the CH2ClI experiments.   

 

Figure 6.20.  Delay-dependent kinetic energy distributions of the individual fragment ions. (a) 

CH2
+, (b) Cl+, and (c) I+ in the three-body coincidence channel CH2

++Cl++I+ show hints of periodic 

oscillatory features in dissociating molecules; they are much less pronounced or washed out in 

total KER.  
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 Fig. 6.20 (a-c) shows the delay-dependent kinetic energy distributions of the individual 

ions for the CH2
++Cl++I+ final state. The maps contain the features discussed earlier in the CH2BrI 

molecule, showing signs of periodic oscillatory features in dissociating molecules. Similar to 

CH2BrI, these oscillations are nearly washed out in total KER shown in Fig. 5.44, making it 

challenging to track them.  

 

Figure 6.21.  Delay-dependent kinetic energy distributions of the individual fragment ions (a) 

CH2
+, (b) Cl+, and (c) I+ in the three-body coincidence channel CH2

+ + Cl+ + I+ with KER < 12 eV. 
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 We follow the same gating procedure that we described in the previous section to track and 

visualize the oscillations and look for the characteristics of the rotational motion associated with 

these oscillatory structures.  In order to separate bound and dissociating molecules, we filter out 

all events with KER > 12 eV. Fig. 6.21 (a-c) shows the individual fragments KEs after applying 

this condition, where the periodic oscillations are visible at least in the first two fragments—gating 

out the low energy three-body and ClI formation events (KE (CH2
+) < 4 eV) in the Cl+ and I+ KE 

distributions, we get partially isolated oscillations. 

 

Figure 6.22.  Delay-dependent kinetic energy distributions of the individual fragment ions (a) Br+ 

and (b) I+ in CH2
+ + Cl+ + I+ coincident channel; all coincident events with KER< 12eV and 

KE(CH2
+) > 4 eV. 
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 As shown in Fig. 6.22 (a), the Cl kinetic energy periodically approaches zero, which, as 

discussed in the previous sections, suggests that at these time the molecule approaches linear 

geometry. The projections of the individual two-dimensional maps of the CH2
+ and Cl+ KEs onto 

the delay axis and the FFT of the corresponding CH2
+ signal shown in Fig. 6.23 (a) and (b), 

respectively, indicate that the CH2Cl rotation period is about 250 fs. Similar to the results discussed 

earlier for CH2BrI, these oscillations can be assigned to the rotational motion of the CH2Cl 

fragment resulting from the C-I bond cleavage of the molecule following UV excitation and 

dissociation of CH2ClI. 

 

Figure 6.23.  (a) Delay dependence of CH2
+ and Cl+ ion yields in the non-horizontal bands 

containing pronounced oscillations with a period of 250 fs. The oscillations are anti-correlated and 

washed out after several cycles in nearly 2 ps. (b) An FFT of modulating yields peaks at the 

frequency corresponding to a period of 250 fs. 

 

 6.5 Summary  

 In summary, we carried out time-resolved Coulomb explosion imaging of rotational motion 

of the polyatomic co-fragments in CH2BrI and CH2ClI dissociation induced by the photoexcitation 

in the A-band. These rotations appear as oscillatory structures in the delay-dependent observables 

in our coincidence measurements, such as fragment’s KEs and relative angles between their 

momenta. In CH2Br, these oscillations show 280 and 330 fs periodicity for the C-I and C-Br bond 

cleavage, respectively. The two constituents of the rotating fragment exhibit KE oscillations out 

of phase, highlighting two different possibilities for quasi-linear orientation of the constituents of 
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the dissociating molecule. Varying angular velocities of the induced rotation result in rapid 

dephasing of the oscillations after several cycles. The results for CH2ClI show signatures of similar 

dynamics with somewhat shorter oscillation period (~250 fs). 

We simulated the dissociation and rotational dynamics by modelling trajectories for the 

radical co-fragment, which is regarded as a rigid rotator, as the bond length increases. The outcome 

of the simulations agrees well with our experimental results, confirming the reasons for dephasing 

and highlighting once again how the molecule periodically approaches a nearly linear geometry, 

which is reflected in the anti-correlated oscillations of the CH2
+ KE and the KE of the second 

halogen fragment. Thus, a combination of the experimental and simulation results provides a very 

detailed and visual picture of the correlated motion of molecular constituents during 

photodissociation. 
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Chapter 7 - Pre-dissociation dynamics of CH3I in its B-band 

This chapter briefly describes the preliminary experimental results on photodissociation 

dynamics in the B-band of CH3I excited at 198 nm. As discussed in Chapter 2, photoabsorption in 

the B-band results in the population of the lowest-lying Rydberg states, and their photodissociation 

mechanisms are different from the A-band dynamics discussed in Chapter 4. The B-band exhibits 

a clear bound nature with distinct vibrational structures, and the corresponding absorption 

spectrum is dominated by the resonance lines, which show finite lifetimes related to the pre-

dissociation (see Fig. 2.10 and the corresponding discussion). As illustrated in Fig. 2.9, following 

excitation to the B-band, which corresponds to a perpendicular transition to the low energy 3R1 

Rydberg state [121], CH3I mainly undergoes a pre-dissociation that involves population transfer 

from the excited vibrational state of a bound Rydberg state to a repulsive valence state. The 

dissociative state mainly involved in the cleavage of the C–I bond after photoabsorption around 

200 nm is the 3A1 (A2) state, a component of the repulsive 3Q0 state belonging to the A-band. The 

time-resolved studies of these dynamics are rather scarce [162], [170]–[173], [176], and the goal 

of this work is an attempt to obtain additional time-domain information on the B-band dissociation 

dynamics taking advantage of advanced experimental schemes and tools discussed in the previous 

chapters of this work.  

 Similar to the other time-resolved experiments presented in this thesis, our study probes 

the photodissociated fragments by strong-field ionization to higher charged states. In particular, 

we monitor the time-dependent kinetic energy distributions and yields of different fragmentation 

channels produced via strong-field ionization by an intense NIR probe pulse. 

 In analogy to the previous chapters, we start the discussion with a brief overview of the 

ionization and fragmentation of the molecule irradiated with a single UV pulse at 198 nm. Due to 

the initial interest in dynamics of the lowest-lying Rydberg states triggered by the UV pulse (with 

about 6.25 eV), we committed ourselves to use rather low UV intensities to minimize the ionization 

of the molecule and, thus, avoid competing two-photon transition to ionic states. Although there 

are always some contributions from the higher-order processes because of our tight UV focus, the 

selected low intensities keep their probability rather low. Since in this experiment the molecule 

was probed at higher NIR intensity than in the A-band studies, we also present the results obtained 

with a single NIR pulse, which shows fragmentation to the higher charged states.  



216 

 

As shown in Chapter 3 (Fig. 3.17), the characterization measurements show a pump-probe 

temporal resolution of about 100 fs, suitable for following the molecule’s pre-dissociation 

dynamics, which is expected to occur on relatively long (picosecond) timescales [172], [175], 

[289]. The NIR peak intensity used in this experiment was 8 × 1014 W/cm2. Using the beam 

parameters, the UV pulse intensity was estimated to be 5 × 1012 W/cm2.  

 

 7.1 Ionization by the 198-nm UV pulse 

 

Figure 7.1.  Time-of-Flight (TOF) spectrum of the ions generated upon irradiation of the CH3I 

molecule with a single UV pulse at 198 nm central wavelength and 5 × 1012 W/cm2 intensity. The 

TOF peaks for ions that can potentially result from the CH3I target are labeled based on their mass-

to-charge ratio. A broad unlabeled structure that peaks at 5000 ns and extends to larger TOFs is 

due to the background signal (most likely, resulting from some low-Ip hydrocarbon 

contamination). 

 

 Fig. 7.1 shows the measured TOF spectrum illustrating the fragmentation and ionization 

pattern of the molecule after irradiation with a 198-nm UV pulse with a peak intensity of 5 × 1012 

W/cm2. While the dominant ion is H+, much of which may stem from the ionization of 

contaminations present in the chamber from previous experiments, there is a significant amount of 

the singly charged molecular parent ion and weak signatures of the methyl and iodine ions.  
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Figure 7.2.  (a) Time-of-flight (TOF) spectrum of the ions generated upon irradiation of the CH3I 

molecule with a single NIR pulse with an intensity of 8 × 1014 W/cm2. (b-f) The TOF-position 

maps of selected ions showing distinct contributions from various the DI and CE channels. 
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 In addition, a broad structure between the rather sharp CHX
+ and I+ peaks originate from 

various residual gas contributions, in particular, due to some hydrocarbon contamination from 

previous experiments. The shape of the methyl and iodine TOF peaks with pronounced maxima at 

the zero-momentum points suggests that these fragment ions originate from dissociative ionization 

with a neutral partner rather than Coulomb explosion. On top of that, we did not observe any 

meaningful coincident events, confirming the absence of double ionization and Coulomb 

explosion signal. 

 

 7.2 Ionization and fragmentation by a single NIR pulse at relatively high 

intensity 

 

Figure 7.3.  PIPICO map for fragmentation of CH3I after a single NIR pulse at 8 × 1014 W/cm2. 

The dashed boxes indicate the complete coincident channels whose zoomed-in pictures are shown 

surrounding the map. We have several complete channels at the selected NIR pulse intensity, up 

to a total charge state of 5+. 

 

 Fig. 7.2 shows the TOF and TOF-position spectra for ionization of CH3I by a NIR pulse 

with an intensity of 8 × 1014 W/cm2. Comparison of this spectrum with the TOF spectrum at lower 

pulse intensity (2.8× 1014 W/cm2) in Fig. 4.8 showcases an increased contribution of highly-

charged ions, with more pronounced peaks of doubly-charged parent ion as well as triply- and 

quadruply-charged iodine ions. The 2-D maps illustrate the pronounced Coulomb explosion rings 
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from higher-energy photofragments. The corresponding PIPICO map is shown in Fig. 7.3 with 

insets highlighting the dominant complete coincident channels (CH3
+ +I+, CH3

+ +I2+, CH3
+ +I3+, 

and CH3
+ +I4+) for various final charge states that will be discussed in this work. As expected, we 

also observe several incomplete channels whose analysis is beyond the scope of this work. 

 

 7.3 Time-resolved dissociation dynamics observed via two-body breakup 

channels 

 Following our approach to mapping two-body dissociation dynamics, we trace the time 

evolution of the coincident channels discussed in the previous section. Fig. 7.4 shows the delay-

dependent KER distribution for the dominant CH3
+ + I+ channel. At a first glance, we can identify 

the delay-independent high-KER band, which appears to be rather similar to the ones observed in 

Figs. 4.14 and 4.17, as well some broad descending features at lower KER values. As in the results 

for 263 nm pump in Ch. 4, these delay-independent and delay-dependent bands reflect the 

contributions from the bound and dissociating molecules, respectively. However, the descending 

lower KER features are very different from the maps showing the results obtained using a 263 nm 

pump in Figs. 4.14 and 4.17. Contrary to the two well-defined dissociation bands with narrow 

distributions and asymptotic energies reflecting the direct dissociation channels upon single UV-

photon absorption at 263 nm, the map for the 198 nm pump in Fig. 7.4 shows a broad, diffuse 

dissociation band converging to rather higher KE at long delays. The projection of this 2-D map 

on the KE axis in the delay range of 2.35 to 2.45 ps shown in the right panel depicts one broad 

peak centered at about 3 eV energy, with the low-energy tail that extends below 2 eV. This KE 

distribution is very different from the direct dissociation channels peaked at 1.3, and 1.97 eV 

energies associated with CH3 + I(2P1/2) and CH3 + I(2P3/2) channels triggered at 263 nm (see the 

KER projection in Fig. 4.41). These differences directly reflect different dissociation pathways 

involved in the A- and B-band dissociation processes.  

To further track the dissociation channel(s) at longer delays, in Fig. 7.5 the KER spectra 

are compared for two fixed delays, 2.4 ps and 20 ps. The KE distribution of the dissociating peak 

are rather similar, converging to a slightly lower KE value at 20 ps. This peak is still a broad peak 

with a maximum at 2.90 eV. Using equation 4.1 with hν = 6.26 eV, D0 = 2.41 eV, and Eso= 0.94 

eV, the energetics predict a KER of 2.92 eV for CH3 + I(2P1/2) and 1.96 eV for CH3 + I(2P3/2). The 

figure with a pronounced peak at 2.9 eV supports the dominance of the former dissociation 
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channel. As discussed in Chapter 2, Alekseyev’s calculation [121] showed that the next state that 

could pre-dissociate the B state is the 1Q1 state correlating with CH3 + I(2P3/2) . The 1Q1 state only 

comes close to 3R1 and 3R2 cross at high energies (~ 6.8 eV), which means that it is not accessible 

by our photon energy.   

 
Figure 7.4.  Delay-dependent KER distribution of the two-body coincident channel CH3

+ + I+ after 

UV and NIR pulses. The peak intensity of pump and probe pulses are 5×1012 and 8 × 1014
 W/cm2. 

A projection of the signal in the delay range of 2.3 – 2.4 ps onto the KER axis is shown on the 

right. 

 
Figure 7.5.  KE distribution of the two-body CH3

+ + I+ coincident channel after UV pump and 

NIR probe pulse at 2.4 and 20 ps illustrates the dissociating molecules’ time evolution. 
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As discussed in section 2.3.1.2, several earlier experimental works showed a very small (a 

few percentage) but non-zero branching ratio of I(2P3/2) and argued that the available theoretical 

curves might not provide the full story, either the states are shifted up or the crossing happens at 

lower energies. In our experimental results the broad low-energy shoulder likely contains some 

contribution from the I(2P3/2) channel although it is clearly not as prominent as the I(2P1/2) channel.  

 

Figure 7.6.  Delay-dependent KE distribution of the I+ originating from the doubly-charged CE 

channel, CH3
+ + I+ after UV and NIR pulses. This is essentially the same spectrum as shown in 

Fig. 7.4 but with the color map plotted in a square-root scale of the counts in order to help make 

oscillations more visible while not over-suppressing the delay-independent band. 

 

 The most eye-catching feature in the delay-dependent KER distribution shown in Fig. 7.4 

is a pronounced oscillatory structure in the descending band. It can be better visualized in Fig. 7.6, 

which shows the same delay-dependent KER distribution for the I+ + CH3
+ coincident channel as 

in Fig. 7.4, but in a square-root color scale. This representation helps making the minor features 

(in this case, the oscillations) more visible while not over-suppressing the more dominant features. 

 Here, we employed a nonlinear scale for the 2-D plots to better visualize the oscillations. 

The color map is in a square-root scale of the counts to help make the minor features more visible 

while not over-suppressing the more dominant features. 
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Figure 7.7.  Delay-dependent KE distribution of the I+ originating from the doubly-charged CE 

channel, CH3
+ + I+ after UV and NIR pulses in different KE ranges. (a) KE-delay map within the 

KE range of 0.38-0.8 eV and (b) its projection over the delay displaying the periodic depletion in 

the bound channel (c) KE-delay map within the KE range of 0 - 0.38 eV and (d) the projection 

over the delay displaying the dissociating channel with enclosed periodic oscillations. 

 

 To isolate the oscillations further, we used the individual fragments’ time-dependent KE 

distributions in different coincident channels, as shown in Fig. 7.7. Panel (a) includes the bound 

channel in the energy range of 0.39 – 6.5 eV and (b) is the line out of the map showing a signal 
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drop at short delays followed by oscillations and recovery in 1.5 ps. Panel (c) includes the 

dissociating channel in the KE range of 0 – 0.39 eV, and (d) shows the projection of the map over 

the delay axis illustrating the appearance of the I+ signal. It rises and oscillates within 1.5 ps, and 

then the signal recovers to longer delays. The two projections are compared directly in Fig. 7.8, 

suggesting that the oscillations are out of phase. The blue arrows point out peaks and dips that 

illustrate this relation. The oscillations exhibit a periodicity of 130 - 140 fs and have variable 

amplitude across the measurement window. 

 

Figure 7.8.  Projection of the bound (0.39 – 0.6.5 eV) and dissociating (0 – 0.39 eV) in the delay-

dependent KE distribution of the I+ originating from the doubly-charged CE channel, CH3
+ + I+ 

after UV and NIR pulses. The oscillations are out of phase with variable amplitude of the 

oscillations. 

 

 Many experimental results evidence the vibronic dependence of the pre-dissociation 

lifetime and the dissociation products [16], [287]–[291]. Using our UV pulse centered at 198 nm 

(FWHM ~ 2 nm), we mainly excite the 30
1 , 60

1 , and [1]60
1 vibrational bands within the pulse. 

Therefore, the transitions involve vibrionic levels with ν = 6 (CH3 degenerate rock) and ν = 2 (CH3 

umbrella mode) and ν = 3 (C-I stretch). Using these states, the energy differences between the 
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states are 0.02, 0.044, and 0.064 eV, equivalent to period of 206, 94, and 64 fs. Given that our 

excitation includes different vibrational bands, and the period of the oscillations occur between 

these values, it is possible to think of the periodic motion due to the vibrational modes of the 

excited Rydberg states. The life time of these states are reported to be on the order of ps [286]. 

Therefore, although we do not precisely know the mechanism explaining this observation yet our 

observations suggest the oscillations most likely reflect the dynamics of the vibrational excited 

states, which lasts until it pre-dissociates. This explanation needs more investigation and will be a 

subject of further analysis and theoretical work to explain the origin of this structure. 

 

 7.4 Summary 

 In this chapter, the CH3I photodissociation is studied in the B-band at 198 nm, where the 

excitation of the lowest-lying Rydberg states is expected to trigger pre-dissociation dynamics. The 

two-body coincident channels with different charged states of iodine clearly demonstrate this pre-

dissociation: The time-resolved measurement shows a broad, diffuse dissociation band, which 

differs from the distinct dissociation features observed for direct dissociation processes. Moreover, 

the data shows a pronounced periodic oscillatory structure with a periodicity of 130-140 fs, which 

is visible only within the pre-dissociation lifetime of the excited state (~1.5 ps) and which is most 

likely due to excited vibrational states, which lasts until it pre-dissociates. 
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Chapter 8 - Conclusion  

 In this doctoral thesis, I have described several experimental studies of the 

photodissociation dynamics of halomethanes triggered by ultraviolet light, all of which employed 

the time-resolved coincident ion momentum imaging technique. As a part of my thesis work, we 

developed new optical setups at JRML for pump-probe experiments with individual 263 and 198 

nm excitation wavelengths and a common probing scheme based on strong-field ionization and 

Coulomb explosion induced by intense 790 nm pulses. To achieve a high temporal resolution 

required for time-resolved studies presented here, we equipped the pump-probe setup with a home-

built prism compressor to generate 263 nm pulses with sub-40 fs pulse duration. Currently, an 

identical prism compressor is being adapted for UV pulses at shorter wavelengths. Our 

experiments demonstrate that femtosecond pump-probe scheme coupled with ion momentum 

imaging is an efficient tool for studying photodissociation reactions on their natural time-scale. 

This approach allows us to initiate a photochemical reaction of interest and trace its evolution at 

each moment, thus creating a "molecular movie". The experimental results are compared to 

extensive Coulomb explosion simulations, which facilitate intuitive interpretation of such 

“movies”. Although the current work is limited to studying nuclear motion and does not directly 

address the involved electronic dynamics, the experimental technique used here can be extended 

to electron dynamics studies by employing ion-electron coincidence measurements. 

More specifically, we first studied direct photodissociation of the CH3I molecule in the A-

band and characterized the dissociation pathways triggered by a single-photon absorption at 263 

nm. In addition, we identified signatures of two- and three-photon processes populating Rydberg 

and ionic states. The time-resolved coincident ion imaging helped us to track the competition 

between single and multi-photon processes and to illustrate how the latter contribution starts to 

dominate single-photon processes at increasing UV intensities. While three-photon or higher-order 

processes trigger the dynamics in the ionic states, with two-photon absorption, we excite the 

higher-lying Rydberg states, which manifest a well-defined lifetime of ~330 fs. The contribution 

from these states have been characterized by tracking the time evolution of the singly-charged 

parent ion yield produced by the combined effect of the UV pump and NIR probe pulses. Besides 

that, benefiting from the improved temporal resolution and coincident measurements, we 

visualized the role of a bound minimum in the di-cationic potential energy curves in the formation 
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of the two-body CEI patterns. This effect was predicted theoretically but not yet observed 

experimentally. In addition, we observed rich dynamics near the overlap of the two pulses, which 

can be to a large extent interpreted in terms of the light-induced conical intersections (LICI).  

 Second, I studied the photodissociation dynamics of the CH2BrI and CH2ClI in their A-

band. Similar to CH3I, the two-body dissociation dynamics are characterized by the dominant 

cleavage of the C–I bond via repulsive excited states accessed by single-photon absorption. 

Applying the same two-body coincidence analysis as for CH3I, in both dihalomethanes, we also 

identified the minor contribution of the second carbon-halogen bond cleavage and the formation 

of the molecular halogen. However, for dihalomethanes, much more information beyond the “one-

dimensional” dissociation picture could be obtained by the analysis of the delay-dependent three-

body coincident patterns. Analyzing the time evolution of the three-body fragmentation of triply 

and five-fold final charged states, we identified the signatures of the two-body dissociation 

pathways with the detachment of the iodine or the second halogen. Here, very different from the 

case of CH3I, the presence of the second halogen atom resulted in significant induced torque and, 

thus, rotational excitation of the molecular co-fragment upon dissociation of the molecule. The 

direct signature of such rotational motion could be clearly identified as pronounced oscillatory 

features in our three-body CEI maps. In this work, such rotational motion has been directly imaged 

for each carbon-halogen bond cleavage, resulting in a "molecular movie" of the dissociating and 

rotating molecule. To rationalize these results and underpin the correlation between the time-

dependent oscillatory signal and the rotational motion, the experimental results are compared with 

molecular dynamics simulations of the UV-induced dissociation combined with Coulomb 

explosion simulations. In this modeling, the radical co-fragment rotational motion was considered 

as a rigid rotator with increasing C-I bond length. The simulation results agree well with our 

experimental results, demonstrating that the molecule periodically approaches a nearly-linear 

geometry with either the methylene group or the corresponding halogen atoms located in the 

middle acand, thus, aquiring minimal kinetic energy. The experimental results provide benchmark 

data for theoretical modeling, which should be feasible for these prototypical molecular systems.  

 Analyzing the three-body fragmentation patterns for the five-fold final charge states, we 

also observed a signature of a a short-lived transient structure resembling a linearized isomer 

configuration of the molecule. The temporal evolution of this transient signal showed a relatively 

fast rise and decay, highlighting the importance of achieving high temporal resolution for these 
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studies. Based on the observed dependence of the UV pump pulse power, the above-mentioned 

reactions are mainly driven by single-photon processes. In addition, we found clear and convincing 

evidence for molecular halogen formation, which seem to be dominated by the contributions from 

two or higher-order photon processes. We argued that the molecular halogen formation could 

occur either by cleaving the two carbon-halogen bonds synchronously, or through isomerization-

type process and subsequent molecular halogen elimination driven by a single-photon process. 

Last, we identified a clear signature of the three-body dissociation pathways, which, at the 263 nm 

wavelength, can occur only via two-photon absorption or higher-order processes. 

As the next step, to investigate the wavelength dependence of the photochemical reaction 

pathways, we extended these measurements to the photodissociation of CH2BrI and CH2I2 in the 

B-band at 198 nm. For CH2BrI, we observed an increase in the branching ratio of the C-Br 

dissociation bond compared to the 263 nm data, in agreement with earlier spectroscopic and 

theoretical studies. Overall, the three-body dissociation and molecular halogen formation turned 

out to be the dominant photofragmentation channels for both molecules at this excitation 

wavelength. This observation was rationalized with the higher energy photons and transition to 

Rydberg excited states, ending with more excess energy.  

 Finally, I investigated the photodissociation of the CH3I molecule in its B-band at 198 nm. 

The two-body CEI maps demonstrated the pre-dissociation of CH3I fragmentation at this 

wavelength, reflected in a broad, diffuse dissociation band, which differed from the distinct 

dissociation features observed for direct dissociation at 263 nm. The pre-dissociation dynamics 

observed in the B-band led to the C−I bond's cleavage and mainly resulted in I*(2P1/2) fragments. 

Contrary to what we observed in the A-band dissociation, there is no clear sign of  I(2P3/2) 

fragments formation. However, the broad peak with the tail locating at the expected kinetic energy 

of I(2P3/2) is not excluded. Furthermore, the data showed a pronounced oscillatory structure with a 

periodicity of 130 - 140 fs, visible only within the pre-dissociation lifetime of the excited state 

(~1.5 ps). Further data analysis, modeling and theoretical inputs are required to interpret the 

observed experimental results and discuss the exact origin of this structure. However, our initial 

hypothesis is that the observed periodic structure reflects the Rydberg-state vibrational motion, 

which lasts until the corresponding state pre-dissociates. 

 The experiments at two specific excitation wavelengths described here highlighted once 

again that photodissociation dynamics strongly depend on the excitation wavelength. While this 
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thesis addressed a few specific aspects of such wavelength dependence, in order to develop a 

systematic knowledge and comprehensive understanding of the wavelength-dependent 

photochemical reactions, it is essential to sample the excitation wavelength over the absorption 

spectrum of individual target molecules. This requires a tunable laser source, which would not be 

limited to the integer harmonic of the Ti: Sapphire laser. Recently, to address this shortcoming, a 

new 3 kHz laser system with a UV TOPAS tunable from visible to deep UV range has been 

installed at JRML and employed for pump-probe experiments. Finally, in order to combine the 

advantages of a tunable UV pump and a huge potential of higher repetition rates for such multi-

coincidence experiments, JRML has ordered a new laser system with a broad range of accessible 

UV, visible and NIR wavelengths, and the 100 kHz repetition rate. With the arrival of this high 

repetition rate, high average power laser, the experimental schemes and tools developed in this 

work can be brought to the next level, enabling the creation of detailed “molecular movies” for 

many important photochemical reactions. 
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Appendix A - Native-frame analysis 

 In this appendix, we describe the native-frame analysis we employed to separate the 

sequential and concerted fragmentation channel of CH2Br2+ discussed in chapter 5.1.3. The native-

frame analysis method was introduced in Refs. [110]–[112], and we follow the same approach 

here. This method takes advantage of the expected uniform angular distribution after the 

intermediate molecular fragment rotation in its CM frame if its lifetime is significantly long. Here, 

we take advantage of the two-step nature of the sequential process. We analyze the first step in the 

CM frame of the parent ion, CH2IBr3+ and the second step in the CM frame of the intermediate 

CH2Br2+ di-cation using the relative momenta. The sequential fragmentation proceeding through 

the CH2Br2+ intermediate is characterized with a uniform distribution of the angle between 

momentum vectors of the detached iodine and the remaining molecular intermediate CH2Br2+, due 

to the rotation of the latter [110]–[112]. In this method, we first define the Jacobi coordinates, as 

shown schematically in Fig. A.1 (a), in which the relative position vector associated with the first 

step of the sequential fragmentation is 

ρ⃗ CH2Br,I = rI⃗⃗ −  X⃗⃗ CH2Br 

where XCH2Br is the center of mass of the intermediate CH2Br2+ di-cation in the lab frame: 

𝜌 𝐶𝐻2𝐵𝑟,𝐼 = 𝑟𝐼⃗⃗ −  
1

𝑚𝐶𝐻2
+ 𝑚𝐵𝑟

(𝑚𝐶𝐻2
𝑟 𝐶𝐻2

+  𝑚𝐵𝑟𝑟 𝐵𝑟) 

The relative position vector associated with the 2nd step is defined as 

ρ⃗ CH2Br = r Br −  r CH2
 

with the center of mass of the parent molecule in the lab frame as below: 

X⃗⃗ CH2BrI =
mCH2

r CH2
+ mBrr Br + mIr I

mCH2
+  mBr +  mI

 

As shown in Fig. A.1 (b), the relative momentum vector associated with the first step is obtained 

as: 

p⃗ CH2Br,I = μ CH2Br,I ρ̇ 
⃗⃗ 

CH2Br,I
 

𝑝 𝐶𝐻2𝐵𝑟,𝐼 = 𝜇𝐶𝐻2𝐵𝑟,𝐼 (
𝑃⃗ 𝐼

𝑚𝐼
−

1

𝑚𝐶𝐻2+𝑚𝐵𝑟

(𝑃⃗ 𝐶𝐻2
+ 𝑃⃗ 𝐵𝑟)) =  

𝑚𝐶𝐻2𝐵𝑟

𝑀
𝑃⃗ 𝐼 −

𝑚𝐼

𝑀
(𝑃⃗  𝐶𝐻2

+ 𝑃⃗ 𝐵𝑟) 

Due to momentum conservation, 𝑃⃗ 𝐶𝐻2
+  𝑃⃗ 𝐵𝑟 = −𝑃⃗ 𝐼 resulting in  

p⃗ CH2Br,I =
mCH2Br

M
P⃗⃗ I +

mI

M
P⃗⃗ I p⃗ CH2Br,I = P⃗⃗ I 
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The relative momentum vector associated with the second step is defined as: 

p⃗ CH2Br = μ CH2Br ρ̇ 
⃗⃗ 

CH2Br
 

 As shown in Fig. A.1 (c), 𝜃𝐶𝐻2𝐵𝑟,𝐼 is defined as the angle between the relative momenta of 

the first and the second step of the fragmentation 

θCH2Br,I = Cos−1 (
P⃗⃗ I.  p⃗⃗ CH2Br

|P⃗⃗ I||p⃗⃗ CH2Br|
) 

 

Figure 8.1.  (a) Schematic definition of the Jacobi coordinates; ρCH2Br, I, ρCH2Br, XCH2BrI. (b) 

Schematic illustrating the two-step sequential fragmentation through CH2Br2+. (c) The definition 

of the θCH2Br,I angle. 

 In Fig. A.2 (a), the KER of the second step defined as 𝐾𝐸𝑅𝐶𝐻2𝐵𝑟 =
 𝑝2

𝐶𝐻2𝐵𝑟

2𝜇𝐶𝐻2𝐵𝑟 
 , is plotted 

versus the angle 𝜃𝐶𝐻2𝐵𝑟,𝐼. Here, the sequential fragmentation through the CH2Br2+ intermediate 

manifests itself as a uniform angular distribution in the energy range of 4 to 5 eV and angle range 

between 0 to 180 degrees.  

 Performing this analysis, we identified the corresponding three-body events and found that 

these sequential fragmentation events correspond to the events in the so-called region 2 in 

KER_θBrI map shown in Fig. 5.6, at about 12 eV covering the angular range up to 180˚. These 

identified events are shown in Fig. A.2 (b). Similarly, these events show up as one of the line pairs 

of X-shaped feature in Dalitz plot shown in Fig. A2 (c) and one of the semi-circles in the Newton 

diagram shown in Fig. A.2 (d). In Fig. A.2 (a), the dominant localized spot centered at 10 eV 
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originates from the concerted breakup, and the dashed “tangent-shaped” feature is related to the 

other intermediate di-cation (CH2I
2+), which corresponds to the weaker line and semi-circle 

features in the Dalitz and Newton diagrams. 

 

Figure 8.2.  (a) Yield of the CH2
++ Br+ + I+ coincidence channel as a function of the KERCH2Br 

and θCH2Br, I. (b) KER-θBrI map; (c) Dalitz plot; and (d) Newton diagram for the events confined to 

the rectangular box in panel (a). Dotted curve in (a) reflects the location of events corresponding 

to sequential channel (2) involving metastable CH2I
2+ di-cation. 
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