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Abstract

Imaging molecular structures evolving at their natural timescales, during a chemical

reaction, with an atomic-scale resolution has been a long-standing goal for physicists and

chemists. With the recent developments in experimental techniques, as well as the light

sources, such as synchrotron radiation sources, free-electron lasers (FELs), ultrafast lasers,

and high-harmonic sources, it is now possible to study the molecular dynamics and structural

changes with femtosecond (in some cases attosecond) time-resolution, for near-infrared to

x-ray wavelengths. These advancements are particularly useful in studying a wide range of

photoinduced chemical reactions and photoinduced fragmentation. In this thesis, some of

the advanced techniques are used to study photoinduced isomerization and fragmentation.

This thesis also partly focuses on developing the tools and techniques which can be used to

study these molecular structural changes.

Several molecular systems are studied throughout the thesis. Some of them are studied

with the goal of understanding the chemistry post photoexcitation and photo-fragmentation,

while others were aiming for method development for future experiments. Specifically, some

of the experiments are performed on a prototypical heterocyclic ring molecule, thiophe-

none. One such experiment studies photochemistry after ultraviolet light absorption, using

time-resolved photoelectron spectroscopy at a free-electron laser. The experimental results

are combined with ab-initio molecular dynamics and electronic structure calculation for the

ground state and excited state molecules, which revealed insights about the electronic and

nuclear dynamics. Ring-opening is the most dominant process upon photoexcitation, driven

by a ballistic extension of C-S bond, and is completed within ∼350 fs. The ground state

trajectories also confirm the formation of three ring-opened products, providing detailed



insights into this reaction. Ring-opening reactions of similar types are considered as candi-

dates for designing fast molecular switches. In another study, the fragmentation pathways

of thiophenone are studied using ion-electron coincidence experiments. With these exper-

iments, it is observed that some of the fragmentation pathways may be decoupled purely

based upon the photoelectron energy, which is also a measure of the internal energy of an

ion. Another method, which is often used to study dissociation, fragmentation, and isomer-

ization pathways, is coincident ion momentum imaging. The sensitivity of this method in

distinguishing similar-looking structures is demonstrated by distinguishing conformational

isomers of 1,2-dibromoethane, which only differ by a rotation around a single bond and

coexist in a particular ratio at any given temperature. Sequential and concerted breakup

pathways were disentangled using a newly developed Native frames method to obtain in-

formation about the initial molecular geometry. These experiments may trigger future

time-resolved studies to monitor subtle molecular structural changes using coincidence ion

momentum imaging.

The work presented in this thesis uses a wide variety of techniques to understand light-

induced isomerization and fragmentation dynamics, from simple molecules to moderately

complex systems. This work contributes to the understanding developed for the prototyp-

ical systems, which may help formulate general principles underlying some light-induced

reactions and processes.
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Chapter 1

Introduction and motivation

Our scientific understanding related to observing matter in its simpler forms, such as single

molecules, polymers and bio-molecules, has benefited greatly from the ability to determine

structure at the atomic scale. One of the key ideas from structural biology, that structure

determines function, has been a driving force in developing an understanding a variety

of natural phenomena at the molecular level. The atomic scale arrangement of molecules

or bio-molecules in their (quasi static) ground state has been successfully determined and

understood by traditional methods such as x-ray and electron diffraction, which have been

refined over several decades. One key aspect which is much less understood and which has

been a topic of active research in recent years is the dynamics happening at the atomic

scale, such as the correlated electronic and nuclear motion in a molecule leading to bond

formation, bond breaking, chemical reaction or phase change in a condensed matter system.

The timescales of electronic, vibrational and rotational motion within the molecules are

typically on the order of attoseconds (10−18 s), femtoseconds (10−15 s) and picoseconds

(10−12 s), respectively. It is natural to study molecules or systems at these timescales, since

they would govern some of the key steps in chemical reactions, such as transformation of

one geometry into another or redistribution of energy leading to structural changes in a

molecule. With the advent of free-electron lasers (FEL) and the advancement of table-top
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light sources, it is now possible to generate light pulses in ultraviolet and x-ray wavelength

range with time duration closer to the natural timescales of the molecules [1, 2]. This has

also opened a new realm of studies to probe light-induced reactions, which are fundamental

to many processes happening in nature. Pump-probe spectroscopy is a simple and commonly

used technique where two optical pulses are used to investigate chemical dynamics. A pump

pulse usually initiates the dynamics, which are then studied by a probe pulse. By changing

the delay between pump and probe pulses the progression of the reaction is studied, with a

time resolution that is generally dependent on the temporal width of the pump and probe

pulses.

The field of femtochemistry was first introduced [3] by Ahmed H. Zewail in 1988, who

later in 1999 received the Nobel Prize in Chemistry. In his prize winning work [4], it was

shown that it is possible to “see” the chemistry in action, such as making and breaking of

chemical bonds, using a femtosecond laser. This also led to the idea of creating molecular

movies, which are series of snapshots of molecules taken at angstrom level precision in

position and femtosecond precision in time. This is a “dream” project for the scientific

community, and this dissertation will explore several prototypical molecules which may

help develop understanding for studying bigger systems. Creating molecular movies often

requires a combination of different techniques and light sources.

Over the past few decades, several techniques have been applied to study light-driven

molecular dynamics using pump-probe spectroscopy. To broadly categorize, these techniques

involve either the detection of photons, electrons (from electron probe or from the photoion-

ization of molecules) or molecular fragments (ions or neutral). The transient absorption

spectroscopy technique involves initializing reaction by a pump pulse and detecting photons

and characterizing the absorption spectrum of the probe pulse as a function of pump-probe

delay to map the chemical reaction [5, 6]. The x-ray diffraction technique also involves

detection of diffracted x-ray photons which have the structural information imprinted on

them due to the interaction with the molecular target. This technique for imaging molecu-
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lar structure [7] has immensely benefited from the astonishing progress in the development

of x-ray FELs. In comparison with synchrotron sources, which were the traditional x-ray

sources prior to the FELs, an x-ray FEL provides three orders of magnitude shorter pulses

in time (few tens of femtoseconds) and about a billion times brighter x-rays.

In this dissertation, the focus is on the techniques which involve detection of charged ionic

fragments and/or electrons. One of the several techniques, which takes advantage of the rich

information carried out by the outgoing electron is time-resolved photoelectron spectroscopy

(TRPES) [8–11]. In this dissertation, the TRPES technique is applied on a prototypical

heterocyclic ring molecule, 2(5H)-thiophenone (C4H4OS), to trace the ultrafast ring-opening

of gas-phase thiophenone molecules after ultraviolet (UV) photoexcitation. One key aspect

of this study is the combination of the TRPES technique with ab initio electronic structure

and molecular dynamics calculations of the excited- and ground-state molecules, which

provides insights into both the electronic and nuclear dynamics. This study is performed

using the extreme ultraviolet (XUV) photon beam from a seeded FEL (20 eV) as a probe

pulse. The advantage of using a FEL is that the photon energy and flux is sufficient to

ionize the molecule from the ground state and to obtain a good signal-to-noise ratio. This

type of experiment can also be performed using lab based high-harmonic sources if one can

select narrow photon energies. Efforts are currently underway in this direction.

Coincidence momentum imaging [12, 13] is another technique which possesses high poten-

tial but requires further studies to explore the possibilities of its application in decoupling

structural dynamics in the excited state with femtosecond or sub-femtosecond temporal

resolution. Coincidence momentum imaging can offer an alternative to other structure-

sensitive techniques and pave the way for time-dependent structure determination of dilute

targets. Some of the challenges and problems that still need to be overcome in that respect,

such as distinguishing conformational isomers by disentangling sequential and concerted

breakup, are addressed in the photoion coincident momentum imaging study on confor-

mational isomers of 1,2-dibromoethane (C2H4Br2). In addition to photoion coincidences,

3



this dissertation also discusses some of the unique aspects related to photoion-photoelectron

coincidences.

1.1 Document organization

This dissertation work provided an invaluable opportunity to be involved in a wide range

of research projects and experimental work both at the James R. Macdonald Laboratory

(JRML) and at national and international free-electron laser and synchrotron facilities. This

thesis presents a subset of those studies and focuses on those where I made a particularly a

significant contribution. In chapter 2, an effort is made to discuss all the techniques used,

with a special focus on the experimental setup (double-sided spectrometer) which was built

as a part of this work, and that of my colleague Seyyed Javad Robatjazi [14]. This chapter

also provide details about various light sources and instruments used in the experiments

described in this thesis. In chapter 3, the results from the TRPES experiments performed

on thiophenone at the FERMI FEL in Trieste, Italy, are described. These experiments help

provide insights into both the electronic and nuclear dynamics of the ring-opening reac-

tion post photoabsorption of UV light. A published manuscript is included with additional

results included in later sections. The results from delay-dependent photoion signals are dis-

cussed, which reveal the signatures of certain fragmentation pathways. Chapter 4 describes

the coincidence ion momentum imaging method and its application in distinguishing confor-

mational isomers of 1,2-dibromoethane. This chapter discusses the possibility of expanding

ion coincidence momentum imaging to certain molecules to track subtle molecular struc-

tural changes. A new method of analyzing molecular fragmentation, which was developed

by some of my colleagues at JRML and which is dubbed the ”native frames method”, and

its application in separating sequential events for 1,2-dibromoethane is also discussed. The

published manuscript is shown, followed by the relevant discussion and additional details.

Chapter 5 includes a discussion on several photoelectron-photoion coincidence studies per-
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formed on furan and thiophenone with an XUV source and a synchrotron radiation source.

Finally, chapter 6 contains a summary and outlook related to studies presented in this thesis.
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Chapter 2

Experimental methods

To study molecular structures and observe dynamics on a femtosecond time-scale, several

experimental techniques coupled with various light sources were employed in this disser-

tation. The goal of this chapter is to briefly introduce each method which was used and

highlight the experimental parameters for the results shown in later chapters. Some of the

common charged particle detection techniques, spectrometer design, and position- and time-

sensitive detectors are also summarized in this chapter. Finally, we describe the coincident

ion-electron imaging setup, which was built and commissioned during a significant portion

of my dissertation work.

2.1 Overview of techniques

The experimental techniques used in this dissertation for studying structural dynamics, such

as isomerization, involve either detecting electrons (from post-ionization of the molecule or

from an electron beam) or fragmenting the molecule to detect ion and electron in coincidence.

Our problem warrants investigation of reaction using different methods as each method

possesses some unique capability. For example, in the coincident ion momentum imaging

and time-resolved photoelectron spectroscopy experiments, the molecule needs to be ionized
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or broken up into several fragments in order to obtain information about the structure. This

makes the interpretation of dynamics complicated because of the involvement of cationic

and dicationic or even tricationic states. On the other hand, diffraction imaging methods

are not hindered by this problem as they can efficiently map the structure of a molecule

before destroying it. However, diffraction imaging methods also face a few challenges. One,

for example, is that they often require high target densities, making it harder to apply them

for low vapor pressure samples. For electron diffraction, reaching smaller pulse duration is

a fundamental challenge. Hence, it is of great interest to study the reaction using different

techniques in order to map all the observables and understand the photochemistry. In the

following sections, the light sources, detection instruments, spectrometers and experimental

techniques that were also used in this dissertation work are explained.

2.2 Light sources

The work outlined in this dissertation uses soft x-ray free-electron lasers (FELs), syn-

chrotrons, and ultrafast laser sources. These sources possess certain unique properties that

can be used to study structural and molecular dynamics.

2.2.1 Synchrotron radiation sources

Synchrotron radiation sources are powerful sources of x-rays and XUV light. Synchrotron

light sources are widely used for research in material science, physics and chemistry, along

with techniques such as x-ray diffraction, x-ray absorption, x-ray crystallography, and x-ray

tomography, to name a few. Synchrotron-based experiments using x-ray crystallography

helped in determining the structure of ribosome [15]. This work won the Nobel Prize in

Chemistry in the year 2009 [16]. In comparison to a free-electron laser (FEL) (see sec-

tion 2.2.2), synchrotron radiation sources are much less bright and have a much longer

temporal pulse profiles, but they have the advantage of being able to easily tune the photon
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energy while maintaining high energy resolution. The coincident ion momentum imaging

experiments for distinguishing conformational isomers (described in chapter 4) were per-

formed at a synchrotron radiation source, the Advanced Light Source (ALS), at Lawrence

Berkeley National Laboratory (LBNL).

Figure 2.1: Beamlines at the Advanced Light Source, Berkeley [17]

The ALS is the world’s first third-generation synchrotron which began operation in

1993. The electrons are accelerated up to 1.9 GeV energy and fed into the storage ring. The

storage ring has a diameter of 62 meter and uses bending magnets to steer the electrons.

Between the bending magnets are straight sections where the electron beam passes through

undulators. Undulators are series of magnets with alternating polarity. When the electron

beam passes through an undulator, it emits electromagnetic radiation with wavelengths

ranging from infrared to x-rays. This electromagnetic radiation is then distributed to dif-

ferent beamlines and further operations like monocromatization and focusing are performed

whenever required. Figure 2.1 shows the schematic of ALS with several beamlines around

the ring.
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ALS has two modes of operation to allow for the experiments requiring either smaller

or larger bunch spacings. (a) Multibunch mode: the spacing between consecutive electron

bunches is 2 ns. The number of electron bunches in the storage ring is between 276-320. (b)

Two-bunch mode: the spacing between electron bunches is 328 ns. As the name suggests,

two electron bunches are fed in the storage ring in this mode of operation. The experi-

ments were performed in both modes of operation, but mainly experiments performed using

multibunch mode are discussed in this dissertation. For the coincident momentum imaging

experiments at ALS in multibunch mode, the time interval (2 ns) between the soft x-ray

pulses is too short to unambiguously assign photoelectrons, Auger electrons, and fragment

ions to a specific soft x-ray pulse. Moreover, 2 ns is also too short to record all the ions

which have time-of-flight (TOF) typically in microseconds. To overcome this, in multibunch

mode, we use the electron TOF signal as the trigger to our data acquisition (see Sec. 2.3.5).

This allows us to detect all the ions and 2D electron information without being restricted

by the master-clock signal from the synchrotron.

The multibunch-mode experiments were performed at beamline 10.0.1. This beamline

provides photon energies ranging from 17 eV to 340 eV [18] with an extremely good energy

resolution of ∆E/E ≈ 10−4 [19]. The experimental setup is a roll-up endstation, which is

described in later sections.

2.2.2 Soft x-ray seeded free-electron laser

Free-electron lasers (FELs) are fourth-generation synchrotron light sources capable of pro-

ducing extremely bright light with laser-like properties in the extreme ultraviolet (XUV)

and x-ray regions of the electromagnetic spectrum. The basic principle behind light am-

plification in a traditional FEL is the resonant coupling between ultra-relativistic electrons

and their emitted x-ray radiation. The electrons are first accelerated to relativistic speeds

using linear accelerators and then guided by a periodic magnetic field generated by a long

undulator. Due to the interaction of the electrons with the electromagnetic field, the highly
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energetic electron beam is modulated in energy. As the electron beam travels further through

the undulator, the energy modulation is transformed into spatial modulation, causing the

bunching of electrons. This leads to in-phase emission of radiation via these micro-bunches

of electrons in the electron beam. FELs can be divided into two categories based on the

Figure 2.2: The FERMI FEL in Trieste, Italy. (a) Aerial view of the facility (b) Schematic
of the FEL generation (Adapted from [20]).

origin of the electromagnetic radiation which causes microbunching-

• Self Amplified Spontaneous Emission (SASE) FELs (incoherent spontaneous electron

emission) [21],

• Seeded FELs (by using a coherent external source such as a seed laser [20] or self-

seeding [22]).

Since SASE FELs are generated by spontaneous emission, they have lower shot-to-shot

temporal and spectral stability compared to seeded FELs. For performing a spectroscopic

experiment, a smaller bandwidth is highly advantageous in order to obtain precise infor-

mation about the final states. The FERMI FEL in Trieste, Italy is a soft x-ray seeded
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FEL [20, 23] designed to produce coherent radiation in the range of 4 nm (310 eV) to 100

nm (12.4 eV). Figure 2.2(a) shows an aerial view of the FEL and the nearby Elettra syn-

chrotron. A long linear accelerator and undulator section, which can be seen in the image,

generates high-flux XUV and x-ray radiation. Figure 2.2(b) shows the schematic where a

photoinjector laser (PIL) is employed to generate electrons that are accelerated within the

radiofrequency (RF) gun. BC1 is a bunch compression unit. After passing through the

linear particle accelerators (LINACs), the electron beam is sent to undulators. After this

the electron beam is overlapped with the seed laser within the modulator. This process

helps emit XUV/x-ray radiation at any desired harmonic of the seed laser.

2.2.3 Ultrafast lasers

Some of the results presented in this dissertation use the following laser light sources:

• Prairie Ultrafast Light Source for Attosecond Research (PULSAR): This is a Ti:Sapphire

laser producing linearly polarized light with a central wavelength of 780 nm, pulse en-

ergies up to 2 mJ, and a typical pulse duration of 25 fs, at a 10 kHz repetition rate.

This laser is coupled with an XUV source for performing XUV pump and near-infrared

(NIR) probe experiments. PULSAR is a commercial laser designed by KM Labs, and

is described in detail by Ren et al. [24].

• Femtosecond LAser for Multicolor Experiments (FLAME): FLAME is also a Ti:Sapphire

laser producing 805 nm central wavelength (bandwidth = 60 nm), pulse energies up

to 5 mJ, and a typical pulse duration of 24 fs, at a 3 kHz repetition rate. The laser is

designed by Coherent, Inc. and is coupled with an optical parametric amplifier (OPA)

which can deliver output wavelengths from 190 nm to 2600 nm. This system is used

to perform ultraviolet/deep-ultraviolet pump and NIR probe experiments.
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2.3 Double-sided velocity map imaging setup for ion

and electron coincidence

To detect charged particles generated from ionization by light sources described in previous

sections, we use the velocity map imaging (VMI) technique. VMI, developed by Eppink and

Parker [25], is a powerful technique that resulted in the improvement of velocity resolution,

which was earlier limited by a finite interaction volume between the molecular beam and

the ionizing laser. The technique overcomes this by using an electrostatic lens. At a defined

voltage the electrostatic lens maps the velocities of the charged particles to a unique radius,

regardless of the position where the charged particle was created. VMI is particularly useful

for photoionization experiments that use XUV/x-ray photons for photoionization because

these photons can ionize the molecules along the entire beam path, and not just in a high-

intensity focal region, which is the case for femtosecond NIR lasers. A double-sided VMI

setup is a slightly modified version that can detect both ions and electrons in coincidence,

if equipped with time- and position-sensitive detectors. This dissertation work is based on

two different double-sided VMI setups, as described below.

2.3.1 Kansas Atomic and Molecular Physics apparatus

Kansas Atomic and Molecular Physics (KAMP) apparatus is a multipurpose instrument,

compatible with a double-sided VMI spectrometer as well as a reaction microscope spec-

trometer, cold molecular beam source and an effusive jet for target delivery, and time- and

position-sensitive detectors for detecting charged particles. Its core design is similar to its

sister instruments, CAMP [26, 27] and LAMP [28], which are user endstations at FEL fa-

cilities. KAMP apparatus is built as a part of this dissertation, and the design is modified

based on requirements such as coupling KAMP with an XUV (EUV) source.

KAMP consists of several sections that are used for different purposes. The schematic
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Figure 2.3: Schematic of the KAMP setup, which includes a double-sided VMI, an effusive
jet and a cold molecular beam source for target delivery, and an XUV spectrometer for
diagnostics.

of KAMP is shown in Figure 2.3.

• Cold molecular beam: The molecular target is introduced into the chamber using a

bubbler (for liquid samples), from which liquid evaporates and expands through a 30

µm nozzle. The molecular beam is skimmed by a skimmer of 500 µm in diameter. The

first stage (where the nozzle and skimmer are) is equipped with a turbomolecular pump

with 1000 l/s pumping speed for efficient pumping. The second stage is separated from

the main chamber via an aperture of size 0.7 mm. The second stage is pumped via a

700 l/s turbomolecular pump. The base pressure of the first and second stage of the

molecular beam preparation chamber is 10−10 Torr. During operation, the first stage

can reach 10−3 - 10−4 Torr and the second stage usually reaches 10−6 - 10−7 Torr.

• Cold molecular beam “catcher”: It consists of two differentially pumped stages

through which the molecular beam passes to efficiently pump out all of the molecular
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target, minimizing backflow to the main chamber. The base pressure of the first and

second stage of the catcher is 10−10 Torr. During operation, the first stage can reach

5×10−10 Torr and the second stage usually reaches 10−9 Torr.

• Interaction chamber with spectrometer: The interaction chamber is the main

chamber where the laser interacts with the molecular target and ionizes it into ions and

electrons. The ions and electrons are guided toward the detectors using the electric

field applied via the voltages on the spectrometer. Figure 2.3 also shows the effusive

jet, which consists of only a capillary of diameter 200 µm to achieve higher molecular

target densities, if required. Since the capillary is inserted inside the spectrometer,

voltage can be applied to it in order to correct for the electric field distortion caused by

the capillary. The base pressure of the interaction chamber is 9×10−11 Torr. During

operation with cold molecular jet, the pressure does not increase in the interaction

chamber as the molecular beam is dumped into the catcher. When operating with

the effusive jet, the interaction chamber pressure increases to 10−6 - 10−7 Torr. The

interaction chamber is bigger in volume and its efficient pumping for reaching ultrahigh

vacuum requires multiple turbomolecular pumps. Since most of the ports are occupied

with detectors and molecular beam chambers, another chamber is attached to support

turbomolecular pumps. The pumping chamber has 3 turbomolecular pumps mounted

to it, two of which are 700 l/s and the other a 1000 l/s pump.

2.3.2 Double-sided VMI endstation at the Advanced Light Source,

Berkeley

This instrument [29] (henceforth referred as ALS-DVMI) was designed for efficient perfor-

mance at beamline 10.0.1 at the ALS (described in Sec. 2.2.1), but in principle, it can be used

at different beamlines and light sources. ALS-DVMI has three differentially pumped cham-

bers, (a) spectrometer chamber, (b) molecular beam chamber, and (c) differential pumping
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section to decouple the chamber from the beamline. The spectrometer chamber has a base

pressure of high 10−9 Torr. The molecular beam chamber contains a target delivery system

which consists of a stainless steel tube terminated by a flat 30 µm aperture. The stainless

steel tubing can be heated (designed during this dissertation) using resistive heating and

can also be cooled by flowing liquid nitrogen. The molecular beam chamber is pumped by

two 1000 l/s pumps and is separated from the spectrometer chamber by a skimmer of 500

µm diameter.

2.3.3 Design and operation of a double-sided VMI spectrometer

Figure 2.4: Spectrometer design of KAMP (a) Photograph of the spectrometer taken during
assembling (b) Schematic diagram showing various physical dimensions in millimeters (num-
bers in blue) and typical voltages applied (in red) (c) Simulation performed using SIMION
showing equipotential lines and trajectories for ions with 25 eV kinetic energy and electrons
with 35 eV kinetic energy. The simulation results performed for three source positions-
(0,0,0), (0,1,0), and (0,-1,0) shows that the final position at the detector does not depend
on the initial source position.

The spectrometer design for a typical double-sided VMI requires a minimum of two

electrodes and one drift tube for each side (ions and electrons), namely the extractor, the

focus and the drift tube. The extractor electrode for the ion side also acts as a repeller
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for the electron side and vice-versa. This makes the performance of the ion side and the

electron side interconnected with each other as they share a common extraction field. The

“focus” electrode acts as an electrostatic lens, which helps tremendously in focusing the

spread-out interaction region [30] and also in compensating field distortions [31]. Since the

ion and electron sides are coupled, the drift tube length determines the energy ranges which

can be detected.

Figure 2.5: Spectrometer design of ALS-DVMI (a) Photograph of spectrometer (b)
Schematic showing various physical dimensions, typical voltages and SIMION simulation
results (Adapted from [29])

Figure 2.4 shows the spectrometer design for KAMP. Note that the spectrometer in

KAMP has conical electrodes. This unique electrode design is borrowed from the previously

built CAMP [26, 27] and LAMP instruments [28]. Such a design provides a better field of

view to image the interaction region, which is useful for fluorescence and x-ray scattering

experiments. The spectrometer in KAMP is gold-plated, which is advantageous in reducing

secondary electrons from the photons with energy below the work function of gold (5.1 eV).

A typical set of voltages are shown in Fig. 2.4(b) along with some of the relevant dimensions

of the spectrometer. Figure 2.4(b) also shows that a mesh is placed after the drift tube but
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before the microchannel plate (MCP) detector. This mesh is placed at the same voltage

as the drift tube in order to close the field of the spectrometer and avoid field penetration.

The mesh is commercially bought and is made of Cu with a maximum transmission of 90%,

an opening width of 344 µm / .01355 inch and the wire width of 19 µm / .00073 inch.

Figure 2.4(c) shows the simulated trajectories of ions (right) and electrons (left) generated

at 3 different starting positions, namely (0,0,0), (0,1,0) and (0,-1,0) using SIMION [32]. For

each starting position, ions and electrons have a fixed kinetic energy of 25 eV and 35 eV,

respectively, but have five different directions of emission with respect to the spectrometer

axis. As seen from the trajectories in Fig. 2.4(c), the voltages satisfy the VMI condition

where the ions and electrons with the same velocity, irrespective of the source position, are

detected at the same spot on the detector. Equipotential lines based on these voltages are

also calculated using SIMION and are shown by brown curves in Fig. 2.4(c).

Figure 2.5 shows the spectrometer design for ALS-DVMI. The design of this spectrometer

enables the detection of electrons with energies up to 300 eV. The spectrometer is used to

perform experiments with XUV and soft x-ray radiation at beamline 10.0.1 at the ALS

as described in Section 2.2.1. The photon energies accessible at this beamline are in the

range of 17 eV to 350 eV. This energy range covers the first inner-shell ionization threshold of

many halogens, such as chlorine, bromine and iodine. This means that after photoionization

of molecules containing halogens, Auger electrons and photoelectrons with high energy up

to 290 eV could be emitted and need to be detected. This inspired the design of the

spectrometer for ALS-DVMI, which was equipped with a very short drift tube on the electron

side in order to allow detection of ions with energies up to 25 eV and electrons up to 300 eV.

Figure 2.5(b) shows typical voltages and dimensions of the ALS-DVMI’s spectrometer. The

figure also shows that particles with identical velocities are mapped to the same position

on the detector irrespective of source positions by simulating trajectories at different source

positions with kinetic energies for ions of 15 eV and for electrons of 120 eV [29].
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2.3.4 Ion and electron detection

The electric field produced by the spectrometer guides and accelerates the charged parti-

cles toward the time- and position-sensitive detectors. The working of these detectors is

described below.

• Microchannel plate (MCP) detector: MCPs are made from a highly resistive

material and consist of honeycomb structure glass capillaries (5 - 15 µm in diameter),

each of which acts as an independent secondary electron multiplier [33]. When the

charged particle accelerated inside the spectrometer reaches the MCP detector and

hits the wall of the capillary, it emits secondary electrons. These electrons accelerate

toward the back of the MCP detector due to the positive bias across the MCP detector.

While moving toward the back, they hit the wall of the capillary again and again,

ejecting secondary electrons each time and generating a cascade of electrons, which

can then be measured. The very first step, i.e. the charged particle hitting the wall

of one of these capillaries is crucial for efficient signal detection. To ensure this, the

MCP channels are tilted at an angle, usually 8, 10, or 12 degrees w.r.t. the axis

perpendicular to the plane of the MCP. This increases the detection efficiency. To

further increase the detection efficiency, MCPs are often stacked in a chevron (two

MCP plates stacked with channels aligned to form a ‘V’ shape) or Z-Stack (three

MCP plates stacked with channels aligned to form a ‘Z’ shape) configuration. For the

KAMP instrument, the chevron configuration is used for ion and electron detection.

• Microchannel plate (MCP) detector coupled with a delay-line anode: To

record positional information of the charged particles hitting the MCP detector, a

delay-line anode [34] is installed at the back of the MCP detector.

A delay-line anode consists of either two (quad delay-line anode) or three (hex delay-

line anode) pairs of wires, which are wound around an insulator holder. Each set of wires

consists of two wires which are called signal and reference wires and are used to remove
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Figure 2.6: Microchannel plate detector with delay-line anode (a) Photograph of MCP and
quad delay-line anode stack used for ion detection in KAMP (b) Schematic of hex delay-line
anode (Adapted from [34])

background noise. The signal wires are the ones which detect the electron cloud from the

back of the MCP. This is done by applying a slightly higher voltage (about 50 V higher)

on the signal wires compared to the reference wires. The electron cloud picked-up by the

delay-line anode (DLD) wires travels along the wires. The time it takes to reach both ends

of the wire, say t1 and t2, is used to calculate the position of the charged particle.

To determine the position of charged particles (X,Y ), we use the signal velocity (vsignal)

and the distance (d) that is travelled along the length of wire for 1 mm propagation in the

perpendicular direction (along the winding):

X =
vxsignal
2dx

(tx1 − tx2) +Ox (2.1)

Y =
vysignal
2dy

(ty1 − t
y
2) +Oy (2.2)

where Ox and Oy are the arbitrary offsets.

The above expression is for a quad DLD which has two sets of wires. Another version

called hex DLD, has three sets of wires, and offers higher detection efficiency as it is possible
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to obtain the position information by only using the signals from two wire pairs. The third

wire pair better enables the detection of a “lost” signal due to dead-time (multiple hits

at the same time) or noise in one of the wire pairs. For the data shown in chapter 4,

the ion positions are determined using the signals from all 3 wires of the hex DLD. The

position information from a hex DLD can be calculated from the timing information in a

similar manner as the quad DLD by using any two wire pairs and transforming the signal

into cartesian coordinates. The equations for positional information from the hex DLD are

summarized in RoentDek MCP manual [34]. Figure 2.6(a) shows the MCP and quad DLD

stack, which is used for ion detection in the KAMP instrument. Figure 2.6(b) shows the

schematic of the hex DLD, showing the winding directions of the three wire pairs.

2.3.5 Data acquisition and analysis

For a double-sided VMI, both the ion and electron sides are equipped with MCP and DLD

detectors. For an MCP and hex (quad) DLD stack, there are in total seven (five) signals to

be processed and recorded. One for the MCP and six (four) for the hex (quad) DLD anode.

For example, in the KAMP setup, the ion detector is a MCP quad DLD stack, while the

electron detector is a MCP hex DLD stack. So, in total there are 12 signals which need to be

processed, namely, tionmcp, tionu1 , tionu2 , tionv1 and tionv2 for ions and temcp, teu1, teu2, tev1, tev2, tew1 and tew2

for electrons, where u, v and w are the signals from the DLD. The magnitudes of these signals

is usually very small (few mV), so they are amplified using a commercial fast amplifier (Ortec

FTA820A). Once these signals are amplified, an important task is to precisely determine the

arrival time of different signals. This is crucial because incorrect determination can ruin the

best time resolution achievable in the experiment. Several methods could be considered, but

constant fraction discrimination (CFD) is the best way to determine the arrival time since it

is independent of signal height and works efficiently even if multiple signals are arriving close

together. We use a constant fraction discriminator (Ortec 935 QUAD CFD) to process the

signals further. Once the center in time is determined for the signals using CFDs, the arrival
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time is measured w.r.t. a trigger signal, which is usually from a photodiode (measuring the

arrival of each pulse from the laser system). For the experiments performed at the ALS

synchrotron (multibunch mode) using ALS-DVMI, the trigger signal is the detection of the

electron (electron MCP signal). With the typical spectrometer voltage setting used at ALS-

DVMI, the electrons arrive at the detector after about 5 ns of flight time. The ion TOF is

measure w.r.t. the first detected electron. This helps us perform experiments and tag the

coincident events even if the repetition rate of pulses from the synchrotron is 500 MHz (2

ns spacing between pulses). In the two-bunch mode of operation, the bunch spacing (328

ns) is sufficient to assign the electrons to specific light pulses and hence we can also extract

the electron TOF by using the ALS bunch marker.

The signals are recorded by using a time-to-digital converter (TDC, CAEN V1290N) for

KAMP and by using two TDC8HP systems from RoentDek [35] for ALS-DVMI. Once all

the signals are digitized, the data is saved for further determination of ion or electron hit

position from the DLD signals as explained in Sec. 2.3.4. The final data consists of the time

and positions of all charged particles detected for a particular trigger (or event).

For both KAMP and ALS-DVMI, we can obtain the full 3D momenta of ions and elec-

trons from the measured TOF and position signals. The momentum and energy of electrons

ejected corresponding to certain ionic fragments can also be determined. This technique

is known as photoelectron-photoion coincidence (PEPICO) spectroscopy. Also, for deter-

mining the breakup pathways of molecules after photoionization, photoion-photoion coinci-

dence (PIPICO) maps or photoion-photoion-photoion coincidence (PIPIPICO, also known

as TRIPICO) maps are often used. Figure 2.7 shows the results from an experiment per-

formed using ALS-DVMI to study the fragmentation of thiane (C5H10S) after photoioniza-

tion at 220 eV photon energy. Figure 2.7(a) shows a PIPICO map from photoionization

of thiane, measured experimentally using ALS-DVMI. To reconstruct the 3D momentum of

ionic fragments, first, a coincident channel is selected. Figure 2.7(b) shows a coincidence

channel (C2H
+
3 + C3H7S

+) selected after gating on the TOF of ionic fragments. Figure 2.7
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(c),(d) also shows the corresponding fragment position map.

Figure 2.7: Photoionization of thiane (C5H10S), a heterocyclic molecule, at 220 eV photon
energy recorded using ALS-DVMI (a) Part of the PIPICO map showing different breakup
channels (b) Gated channel, C2H+

3 + C3H7S
+, based on time-of-flight (c),(d) Gated ion

images for fragments C2H3
+ and C3H7S

+.

After photoionization, due to the electric field in the spectrometer, the ionic fragments

fly toward the detector. Depending on the spectrometer configuration and the electric field

applied, the initial momenta acquired by ionic fragments can be calculated based on the

TOF and positions (x,y) of fragments. The spectrometer field in KAMP and ALS-DVMI is

inhomogenous, as shown in Fig. 2.4 and 2.5. Due to this inhomogeneity, simple formulae do

not exist to calculate the initially acquired momenta from the TOF and detector position

(x,y). For this case, we use SIMION [32] to generate empirical equations by performing
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fragment-dependent simulations for a subset of energies and fitting the data points. A

multidimensional fitting approach can be followed but requires carefully simulating the data

using SIMION to obtain a proper fitting function. Following this approach, one can find the

fitting functions (f, g and h) for calculating the momenta based on the TOF and positions.

Px = f(TOF, x, y) (2.3)

Py = g(TOF, x, y) (2.4)

Pz = h(TOF, x, y) (2.5)

Another method which can be applied if the motions of charged particles in the x, y and

z directions can be assumed to be decoupled from each other. In this case, the simulations

can be performed using SIMION independently in each initial-velocity direction, and one

can find the calibration equations.

vx ∝ x (2.6)

vy ∝ y (2.7)

vz ∝ TOF (2.8)

Once the calibration equations are found the momenta can be calculated from the ve-

locities and can then be used to calculate kinetic energies of the fragments. Since the initial

momentum of the molecule is zero, the sum of momenta of fragments in each direction (x,

y and z) should be close to zero. This can be seen from Fig. 2.8. The kinetic energies of

the ionic fragments in the coincidence channel C2H
+
3 + C3H7S

+ are shown in Fig. 2.9. The

kinetic energy release (KER) is also shown in green.

To determine the 3D momenta of electrons, it is a common technique to reconstruct the

Newton sphere (the 3D spatial distribution of particles moving with acquired initial momen-
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Figure 2.8: Momentum sum in x (left), y (center) and z (right) direction for the coincidence
channel C2H

+
3 + C3H7S

+, obtained in the photoionization of thiane (C5H10S) at 220 eV
photon energy.

Figure 2.9: Kinetic energy of ionic fragments and kinetic energy release (KER) in the
coincidence channel, C2H+

3 + C3H7S
+, obtained by photoionization of thiane (C5H10S) at

220 eV photon energy.

tum), using the 2D image recorded in the experiment. This procedure is known as an inverse

Abel transform, which has been a crucial component in photoion and photoelectron imaging

experiments. Several methods exist to perform Abel inversion and image analysis [36–39].

For performing Abel inversion on the data in this dissertation, we have used the pBasex

method, which reconstructs the Newton sphere from the detector image by fitting a set of

polar basis functions with a known inverse Abel integral [37]. Figure 2.10 shows the results
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from the photoionization of furan (C4H4O) using four different harmonics (13th, 15th, 17th

and 19th) of NIR (1.57 eV) from an XUV source. Figure 2.10(a) shows the raw and inverted

images (using the pBasex algorithm) and Fig. 2.10(b) shows the calibrated photoelectron

energy spectrum from the inverted image.

Figure 2.10: Photoionization of furan (C4H4O) using an XUV source at photon energies
between 20 to 30 eV (Harmonics of NIR at 1.57 eV: 13th, 15th, 17th and 19th) detected in
the KAMP apparatus. (a) Raw and inverted photoelectron images corresponding to C4H4O+

ions (b) Photoelectron energy spectrum shows four peaks corresponding to ionization due to
each individual harmonic.

2.4 Magnetic-bottle spectrometer endstation at FERMI

FEL for photoelectron spectroscopy

Time-resolved photoelectron spectroscopy (TRPES) is a commonly used technique to track

electronic relaxation upon photoexcitation as it involves a direct observation and measure-

ment of the evolution of electronic and vibrational structure. In a typical TRPES exper-

iment, a pump pulse excites the target molecule, which is then ionized by a probe pulse

arriving at a variable delay. The energy (sometimes angular distribution as well) of pho-
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toelectrons ejected by the probe pulse is measured as a function of delay. TRPES has a

unique advantage over other pump-probe techniques, for example, transient absorption and

fluorescence spectroscopy, namely that ionization is always possible and not restricted by

the selection rules. In other words, there are no optically dark states for photoionization.

Figure 2.11: (a) Photograph of the magnetic-bottle spectrometer installed at the Low Den-
sity Matter (LDM) beamline of the FERMI FEL, Trieste, Italy (b) Schematic diagram show-
ing the interaction region and photoelectron trajectories in the magnetic field.

Some of the commonly used equipment for measuring photoelectron spectra include

velocity map imaging (VMI) and time-of-flight (TOF) spectrometers. The VMI technique

is discussed in Sec. 2.3. This section will focus on TOF spectrometers, specifically the

magnetic-bottle spectrometer (MBS).

MBS is a commonly used TOF spectrometer where the photoelectrons created in the

interaction region are guided toward the electron detector (usually a MCP detector) using

a magnetic field. These kinds of spectrometers are extremely powerful and are usually con-

structed to achieve higher energy resolution. Here we specifically describe the MBS used

for some of the results in this dissertation. Figure 2.11 shows the schematic of the highly

efficient, high-resolution magnetic-bottle spectrometer installed at the LDM beamline [41]
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Figure 2.12: Schematic of the molecular beam source attached to the magnetic-bottle spec-
trometer at the Low Density Matter (LDM) beamline of the FERMI FEL, Trieste, Italy
[Adapted from [40]]. The inset on top shows the actual image taken after the experiment.
The inset at the bottom shows a closer look at the heating arrangement of the nozzle.

of the FERMI FEL [20], Trieste, Italy. The spectrometer is equipped with a permanent

magnet, a solenoid and a retardation lens system of the Eland type [42–44]. The spectrom-

eter has a collection efficiency close to 4π for photoelectrons and can also detect ions, which

provides the capability to perform covariance analysis [44]. The energy resolution (∆E/E),

where E is the final kinetic energy of the photoelectrons) for photoelectrons is 0.03. For the

experiments shown in chapter 3, the voltages used while recording photoelectrons are: 8 V

retardation voltage, 2000 V at the anode and 1800 V on the MCP back. For ion detection,

the voltages used are -200 V on the magnet, -560 V on the ion mid plate and -1000 V on

the ion tube. The anode and the MCP back voltages are 300 V and 1600 V, respectively.

The molecular beam source consists of an Even-Lavie (EL) valve and has the capability

of heating the nozzle and the internal reservoir. This is crucial for molecular targets with

low vapor pressure. The opening time of the EL valve is generally about 25-30 µs but closely

depends on the length of the current pulse applied to the magnetic coil. Figure 2.12 shows

the schematic of the molecular beam source. The inset also shows the heating arrangement
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of the nozzle. For the experiments shown in chapter 3, the EL valve opening time is 26.5 µs

and the temperature is 80 ◦C. Helium gas is also used as a carrier gas with a backing pressure

of 2 bar.
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Chapter 3

Ultraviolet-induced photochemistry in

a heterocyclic molecule, thiophenone

This chapter presents the findings of several experiments studying the photochemistry of

a prototypical heterocyclic ring-molecule, 2(5H)-thiophenone (C4H4OS). Specifically, the

formation of ring-opened photoproducts (starting from the ring-closed molecule) and the

subsequent isomerization after ultraviolet (UV) photon absorption are studied by time-

resolved photoelectron spectroscopy and mega-electron-volt ultrafast electron diffraction

(MeV-UED).

3.1 Background and motivation

With the advances in ultrafast light sources and the resulting improvements in the temporal

and spatial resolution that can be achieved in pump-probe experiments, it is now possible to

closely observe the delicate interplay of the nuclear and electronic motions that can be trig-

gered when optical radiation interacts with a molecule. An interesting class of reactions are

electrocyclic reactions, where it is possible to study the ring-opening and closing timescales

of organic ring-molecules. Many naturally occurring processes involve photochemical elec-
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trocyclic reactions, and these reactions possess numerous uses in synthetic organic chemistry.

The timescales at which this structural rearrangements happen are typically of the order of

a few hundred femtoseconds. In most cases, this is due to rapid nuclear motion along steeply

sloped potential energy surfaces. These characteristics make electrocyclic reactions an ex-

citing candidate to build light-controlled molecular switches [45–47]. Since the chemical and

physical properties are different for the molecules defining either state of the switch, these

properties can be measured and enable us to conclude if the switching action has occurred.

Due to the change in the properties after photoisomerization, such reactions can also be

used in light-controlled molecular data processing and storage applications [45]. Electro-

cyclic ring-opening and ring-closing reactions are also considered an important candidate

for nano-mechanical devices [48, 49] and molecular logic gates [50].

One of the most commonly studied ring-opening reactions, which is also an important

step in the formation of vitamin D3 from sunlight [51], is the ring-opening of a compounds

containing single units of cyclohexadiene (CHD). This reaction has been studied closely

in recent years, with a variety of techniques such as x-ray and electron diffraction [52–56]

and photoelectron and mass spectrometry methods [57–60]. The observations related to

symmetries between CHD and its ring-opened product, cyclohexatriene (CHT), as well as

studies on other polyenes, led to the formulation of Woodward-Hoffman rules conceptualiz-

ing the conservation of orbital symmetries based on molecular orbital analysis [61]. These

rules are applicable to many other polyenes and can predict certain aspects of the stere-

ochemistry [62, 63]. Although some of the earlier studies were focused on CHD, recently,

several other model systems have been studied with the goal of understanding general prin-

ciples underlying all electrocyclic reactions including several heterocyclic compounds, i.e.

ring-molecule molecules with different atomic species making up the ring.

Heterocyclic compounds, especially sulfur- and nitrogen-containing ring molecules, are a

part of some of the biochemicals essential for life. Naturally occurring vitamins, pigments,

and antibiotics contain heterocyclic compounds and are used in drugs, dyes, pesticides,
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etc. Studying these molecules and understanding rules governing photoinduced reactions

for these heterocyclic molecules would thus be beneficial in understanding the chemistry

of larger systems. One such prototypical heterocyclic ring molecule is 2(5H)-thiophenone

(hereafter referred to as thiophenone). Thiophenone is a five-membered ring structure,

with sulfur as a part of the ring and an oxygen atom attached to one of the adjacent

carbon atoms (see Fig. 3.1). An earlier study by Murdock et al. [64] examined the ring

opening of thiophenone in the liquid phase where thiophenone was dissolved in CH3CN. This

experiment successfully confirmed the ring-opening in thiophenone based on the observation

of ketene as a photoproduct and provided the first insights related to the ring-opening

timescale (< 1 ps). The formation time and distribution of photoproducts are usually

affected by the solvent, [65], and it would be useful to compare these timescales for a gas-

phase experiment, where the relaxation mechanisms are quite different.

Figure 3.1: Schematic potential energy curves showing ground and excited electronic 2(5H)-
thiophenone (C4H4OS).

Figure 3.1 shows the qualitative potential energy curves for the ground (S0), first (S1),

and second (S2) electronic excited states of thiophenone. As shown by the blue arrow,
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absorption of one UV photon at ∼266 nm (∼4.66 eV) excites the thiophenone molecule

from the S0 to S2 state. After the initial excitation to the S2 state, the population can

efficiently relax to the ground state via the S2/S1 and S1/S0 seams of intersection along

the C-S bond distance coordinate [66]. After relaxation to the ground state, the molecules

can either form ring-opened photoproducts or ring-closed vibrationally hot thiophenone

molecules.

Figure 3.2: Theoretically calculated ground state equilibrium structure of thiophenone and
the products. Also shown are the energies (in eV) relative to the ground state [Adapted
from [64]].

Figure 3.2 shows some of the predicted photoproduct geometries and their relative ener-

gies calculated by Murdock et al. [64]. To calculate the S0 equilibrium structure of thiophe-

none and three possible ring-opened products, the MP2/6-311+G(d,p) level of theory was

used. Our goal is to resolve the excited state pathways which lead to the formation of pho-

toproducts, to distinguish the photo products, and also to unravel the timescales involved
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in their formation.

3.2 Time-resolved photoelectron spectroscopy of thio-

phenone

This section describes the results of a time-resolved photoelectron spectroscopy (TRPES)

experiment performed on thiophenone at the seeded XUV free-electron laser (FEL) FERMI

in Trieste, Italy. Specifically, a femtosecond UV pump laser (266 nm, 4.66 eV) was used to

excite the thiophenone molecules, followed by a femtosecond XUV pulse (64.44 nm, 19.24

eV) from the FERMI FEL (described in section 2.2.2). The resulting photoelectron yield

was monitored as a function of UV and XUV delay, ranging from a few tens of femtoseconds

to a few hundred picoseconds. The photon energy of the probe pulse was chosen high enough

to ionize molecules from the ground state , thus enabling us to monitor the evolution of the

initially excited state molecules all the way to the ground state and, in particular, also

ionized the ground state photoproducts. This allowed the measurement of the timescales

related to the formation of the photoproducts.

Compared to self-amplified spontaneous emission (SASE) based FELs, the FERMI FEL

offers narrower bandwidth (0.02 eV at ∼19 eV photon energy), is intrinsically stable, and

produces negligible temporal jitter (Section 2.2.2). The narrow bandwidth allows achieving

higher energy resolution, and the negligible temporal pulse-to-pulse jitter (see Section 2.2.2)

helps to achieve better temporal resolution in the experiment. Lab-based high-harmonic

sources can also be used as an XUV probe if their output is monochromatized and a suffi-

ciently high photon flux can be achieved (see section 5.3.2).

Figure 3.3 shows the UV absorption cross-section of thiophenone measured using a Ag-

ilent Cary 60 UV-vis spectrophotometer. The black arrow shows the UV pump excitation

wavelength used in the FERMI experiment, which had a central wavelength of 264.75 nm

and a bandwidth of 1.2 nm. The UV pulses were generated by using a third-harmonic
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Figure 3.3: UV absorption cross-section (measured) of thiophenone [67]. The excitation
wavelength used in the experiment is indicated by the black arrow.

generation of 800 nm from a Ti: Sapphire laser source.

Figure 3.4 shows a typical photoelectron TOF spectrum of thiophenone recorded during

the experiment. The XUV photons from the FEL have sufficient energy to ionize the ground-

state thiophenone molecules. The peaks in the eTOF spectrum from the FEL represent

ionization of thiophenone molecules from the ground-state (S0) to the cationic states (D0,

D1, and D2). It can be seen that the UV pulse alone does not ionize the molecules. The

absence of ionization is because the ionization potential of thiophenone is 9.63 eV [68], and a

single UV photon (4.66 eV) has insufficient energy to ionize it. It requires careful adjustment

of the UV intensity to avoid multiphoton absorption, as discussed later in this section.

For calibrating the energy of photoelectrons, helium photoelectron spectra were recorded

for several FEL (XUV) energies. The FERMI FEL produces coherent emission for several

harmonics of the seed laser. For each harmonic, the FEL can be optimized by tuning the

amount of energy modulation produced in the modulator (controlling the seed power) and

34



Figure 3.4: Photoelectron time-of-flight (eTOF) spectrum of thiophenone post irradiation
with FEL (XUV) and UV pulses. Note that no ionization is happening by the UV pulse
alone.

the strength of the dispersive section [20] (also, see section 2.2.2). The first ionization

energy of helium is 24.58 eV. The photoelectron energy can be calculated by subtracting

the ionization energy from the XUV energy. The resulting calibration curve is shown in

Fig. 3.5. The curve is fitted with the equation:

E =
L2

(t− t0)2
+ C (3.1)

where E is the photoelectron energy, t is electron TOF, t0 is the time offset, L is the

(effective) length of the spectrometer (which can also be derived from the fit), and C is the

energy offset.

Using the fit values from the fit described before, the photoelectron spectrum shown in

Fig. 3.4 are converted from TOF to photoelectron energy. The photoelectron energies are

then converted to binding energies by subtracting the photoelectron energy from the FEL
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Figure 3.5: Calibration curve for conversion of electron TOF to photoelectron energy.
Each point represents a different FEL photon energy for which helium photoelectron TOF
is recorded.

energy.

BE = 19.24 eV − PE (3.2)

where BE is the binding energy, PE is the photoelectron energy, and 19.24 eV is the FEL

energy, which was used in the experiment.

Figure 3.6(a) shows the photoelectron spectra measured at the FERMI FEL converted

to binding energy (shown in blue). Also shown is the part of the photoelectron spectra

of thiophenone recorded by Chin et al. [68] using a helium lamp (HeI). The measurement

from Chin et al. [68] had a resolution of 25 meV. The features in both spectra agree well.

The differences in peak positions between the two spectra is less than 0.1 eV, which is

within the experimental resolution (∆E/E = 0.03) for the FEL results. It should be noted

that the FEL spectrum is cut off at ∼11 eV. This is because a retardation voltage of 8

V was applied to increase the resolution of the electrons within the region of interest, and
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Figure 3.6: Photoelectron spectrum of thiophenone (a) Spectrum recorded at FERMI FEL
and by Chin et al. [68] (both spectra converted to binding energy), (b) Full spectrum by Chin
et al. indicating the ionic states and orbitals.

hence the photoelectrons with kinetic energy less than 8 eV (or BE > 11.24 eV) are not

detected. Figure 3.6(b) shows the complete spectrum recorded by Chin et al., with different

ionic states and orbitals labeled. The ground and first excited cationic states, D0 and D1,

correspond to the removal of an electron from nS and nO, respectively. The cationic state D2

corresponds to the removal of an electron from the πCC orbital [68]. The energy resolution

(for the FEL experiment) is insufficient to resolve the photoelectron signal from D0 and

D1. It is also not possible in the FEL experiment to resolve the vibrational progression of

D1. However, the vibrational progression of the D2 state is observed, which is attributed to

skeletal stretching of the thiophenone molecules [70].

In order to determine if the pulse energies of the UV and FEL are within the single-
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Figure 3.7: FEL and UV pulse energy dependence of the pump-probe signal in the pho-
toelectron spectrum. (a),(b) Dependence on UV pulse energy. (c),(d) Dependence on FEL
pulse energy. The ratio of photoelectron signal for different binding energy ranges to the
photoelectron signal from unpumped molecules is shown in (b) and (d), Adapted from [69].

photon absorption regime, the photoelectron spectrum is recorded for different FEL and

UV pulse energies at a fixed delay between the FEL and UV pulses. Figure 3.7(a),(b) shows

the dependence of photoelectron spectrum on UV pulse energy. Figure 3.7(c),(d) shows the

dependence on FEL pulse energy. All the photoelectron spectra are normalized w.r.t. the

maximum of the photoelectron peak at 9.6 eV. Panel (b) and (d) show the ratio of changing

photoelectron signal (specified by binding energy ranges) w.r.t. unpumped molecules (peak

at 9.6 eV). Panels (b) and (d) gives an estimate of how the pump-probe signal changes

with pulse energy. For the three energy ranges shown in Fig. 3.7(b), the ratio changes close

to linearly with UV energy up to 25 µJ and then starts to deviate. In Fig. 3.7(d), the

38



Figure 3.8: One-dimensional histogram showing spread in (a) FEL pulse energy, (b) UV
pulse energy (c) Two-dimensional histogram showing photoelectron yield vs. FEL pulse en-
ergy. Black dashed vertical lines represent the boundaries outside which the shots were
rejected in the analysis.

linearity of the ratio change is not conclusive. Hence, the lowest FEL energy was chosen for

the experiment for which a good signal-to-noise ratio could be achieved. The FEL and UV

pulse energies chosen for the experiments were 25 µJ and 19 µJ , respectively. It is to be

noted that the FEL pulse energies are measured upstream of the beamline transport optics,

and transmission values were measured [41] previously. Figure 3.8(a),(b) shows histograms

representing a typical spread in pulse energies of FEL and UV pulses during the experiment.

The shots where the pulse energies deviated more than four times the standard deviation

were rejected during the analysis. The variation of the total photoelectron yield with FEL

pulse energy is also shown in Fig. 3.8(c).

3.3 Excited- and ground-state dynamics of thiophe-

none post 266 nm absorption

This section presents our published work in Nature Chemistry [71], which demonstrated

the formation and interconversion of different photoproducts upon UV excitation of thio-

phenone. This study combines experimental work with state-of-the-art ab-initio molecular
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dynamics calculations to study the relaxation pathways post UV absorption in thiophenone.

The theoretical work for this study is done by Prof. Basile Curchod and Lea M. Ibele at

Durham University, U.K. My specific role in this project was to perform the experiment

along with other collaborators and the team at the LDM endstation at FERMI FEL, who

worked on setting up the experiment. I also worked on analyzing the data post-experiment,

interpreting the results, and writing the manuscript, in close collaboration with my advisor

Prof. Daniel Rolles and with Prof. Michael N.R. Ashfold, Bristol University, U.K.

In this study, thiophenone molecules are excited by absorption of a UV photon, followed

by ionization using XUV photons from the FERMI FEL. The experimental delay-dependent

photoelectron intensity, shown in Fig. 2 of the Nature Chemistry article, shows a clear

time-dependent signal when the UV precedes the FEL pulses. The photoelectron intensity

increases at lower binding energies when the UV and FEL pulses are near overlap tempo-

rally. As the delay between the UV and FEL pulses is increased (UV preceding FEL), the

photoelectron intensity shifts toward higher binding energies and settles down at binding

energies slightly lower than the binding energy of the unpumped thiophenone molecule.

The precise energy measurement at each time step, coupled with theoretical calculations,

as described below, allows us to interpret the relaxation pathways and formation of several

photoproducts.

The experimental results are combined with theoretical calculations to gain insights

into both the excited-state and the ground-state dynamics. The excited-state dynamics of

thiophenone post excitation to the S2 state is studied using the mixed classical/quantum

trajectory surface hopping (TSH) method. The trajectories are initiated in the bright S2

state, and 46 initial conditions of TSH dynamics are sampled from the Wigner distribution

for the ground state molecule. The TSH calculations are performed using time steps of 0.5 fs

and SA(4)-CASSCF(10/8) for the electronic structure [69], using Molpro 2012. They show

ultrafast de-excitation of the population from S2 to S1 to S0, driven by ballistic ring-opening

along the C-S bond. The trajectories start reaching the ground state within ∼ 50 fs, and all
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the population reaches the ground state within ∼ 350 fs. These timescales correlate with

the increase in photoelectron intensity at higher binding energies seen in the experiment,

suggesting that the photoelectron intensity change traces the movement of population (or

wave-packets) from the excited state to the ground state.

To study the ground state dynamics, the TSH calculations are combined with ab-initio

molecular dynamics (AIMD) calculations. In an AIMD calculation, dynamical trajectories

are generated by using the forces calculated directly from the electronic structure, which is

obtained during each step of the calculation. The AIMD simulations were initiated from

the nuclear coordinates using the momenta obtained by the TSH trajectories once they had

reached the S0 state [69]. These calculations revealed the formation of three ring-opened pho-

toproducts (with a minor contribution from other photoproducts). All the photoproducts

lie in a narrow band of the ionization potential distribution. The narrow band computed by

the AIMD calculation and the binding energy range, for which the photoelectron intensity

increase is observed during the experiment, matched very well. Hence, the rise in photo-

electron intensity at higher binding energy were attributed mainly to the formation of the

three ring-opened photoproducts.
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Recent advances in time-resolved experimental techniques and 
in computational methods for treating (coupled) electronic 
and nuclear dynamics are revolutionizing the field of ultra-

fast photochemistry, enabling direct probing of evolving molecular 
structures with unprecedented structural and temporal resolution1–8. 
Such studies provide the ultimate test of our knowledge and under-
standing of light-initiated chemistry. Photoinduced ring-opening/
closing reactions play a crucial role in many key processes in nature, 
such as the synthesis of natural products (for example, the synthesis 
of previtamin D3 by sunlight) and are currently attracting interest as 
molecular and biomolecular switches for photocontrolled switching 
of enzyme activity, optical data storage, the modulation of energy 
and electron transfer processes9,10 and potential medical applica-
tions11. Ring-opening reactions featured prominently in the devel-
opment of the Woodward–Hoffmann rules, which help rationalize 
the mechanisms and outcomes of pericyclic reactions. It is now rec-
ognized that photoinduced isomerization (including ring-opening) 
reactions are governed by strong non-adiabatic coupling between 
multiple electronic states of the molecule via conical intersec-
tions, which represent a breakdown of the Born–Oppenheimer 
approximation5,12.

The photoinduced ring opening of the polyene 1,3-cyclohexadiene13  
is widely employed as a model system for benchmarking and 

validating ultrafast methods such as ultrafast X-ray1,7,8 and  
electron6 diffraction, femtosecond transient X-ray absorption4  
and fragmentation14, and time-resolved photoelectron spectros-
copy (TRPES)15,16. However, few other photoinduced ring-opening  
reactions have been probed so thoroughly and, of these, even fewer 
have provided a comprehensive picture of the reaction dynam-
ics on both the excited and ground (S0) state potential energy  
surfaces (PESs).

Here we report a combined theoretical and experimental study 
of the UV photoinduced ring opening of a prototypical heterocyclic 
molecule, 2(5H)-thiophenone (C4H4OS, henceforth thiophenone; 
see Fig. 1). Heterocyclic compounds are fundamental building 
blocks in the synthesis of many organic compounds. Studying these 
‘single units’ may help in validating the (necessarily more complex 
and less resolvable) photochemistry of ever-larger molecules. The 
study is conducted in the gas phase (that is, under collision-free 
conditions) and thus reveals information on the purely intramo-
lecular relaxation pathways, without the solvation effects present 
in previous matrix-isolation17 and liquid-phase18 studies of this 
system. Theory and experiment combine to afford detailed insights 
into both the mechanism and timescale of the initial ring-opening 
process and the subsequent evolution of the vibrationally excited 
ground-state photoproducts.

Tracking the ultraviolet-induced photochemistry 
of thiophenone during and after ultrafast ring 
opening
Shashank Pathak   1,16, Lea M. Ibele2,16, Rebecca Boll   3, Carlo Callegari   4, Alexander Demidovich4, 
Benjamin Erk   5, Raimund Feifel6, Ruaridh Forbes   7, Michele Di Fraia   4, Luca Giannessi   4,8, 
Christopher S. Hansen   9, David M. P. Holland   10, Rebecca A. Ingle   11, Robert Mason12, 
Oksana Plekan   4, Kevin C. Prince   4,13, Arnaud Rouzée14, Richard J. Squibb6, Jan Tross1, 
Michael N. R. Ashfold   15 ✉, Basile F. E. Curchod   2 ✉ and Daniel Rolles   1 ✉

Photoinduced isomerization reactions lie at the heart of many chemical processes in nature. The mechanisms of such reactions 
are determined by a delicate interplay of coupled electronic and nuclear dynamics occurring on the femtosecond scale, followed 
by the slower redistribution of energy into different vibrational degrees of freedom. Here we apply time-resolved photoelectron 
spectroscopy with a seeded extreme ultraviolet free-electron laser to trace the ultrafast ring opening of gas-phase thiophenone 
molecules following ultraviolet photoexcitation. When combined with ab initio electronic structure and molecular dynamics cal-
culations of the excited- and ground-state molecules, the results provide insights into both the electronic and nuclear dynamics 
of this fundamental class of reactions. The initial ring opening and non-adiabatic coupling to the electronic ground state are 
shown to be driven by ballistic S–C bond extension and to be complete within 350 fs. Theory and experiment also enable visual-
ization of the rich ground-state dynamics that involve the formation of, and interconversion between, ring-opened isomers and 
the cyclic structure, as well as fragmentation over much longer timescales.
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The experimental study employs the extreme UV (XUV) radia-
tion provided by the free-electron laser (FEL) FERMI19. TRPES20,21 
is sensitive to both electronic and structural dynamics, which is 
essential for any full understanding of the coupled electronic and 
nuclear dynamics that govern most photoinduced reactions. TRPES 
also allows access to so-called ‘dark’ states that may not be amenable 
to study by transient absorption methods. XUV probe pulses (from 
an FEL or a high harmonic generation source) are sufficiently ener-
getic to ionize molecules in the electronic ground state (S0), thereby 
overcoming a long-recognized shortcoming of previous TRPES 
studies that employed lower energy (UV) photons and were thus 
unable to reveal the ultimate structural dynamics following transfer 
from an electronically excited state to the ground state16,22–26. FERMI 
is a seeded FEL19,27, in which an external laser is used to initiate the 
XUV generation, offering the advantages of (1) a narrower photon 
energy bandwidth (that is, higher energy resolution) and higher 
stability compared to FELs based on self-amplified spontaneous 
emission (SASE), and (2) higher pulse energies and photon fluxes 
as compared to monochromatized XUV sources based on high har-
monic generation.

In the present experiment, gas-phase thiophenone molecules 
are excited to the optically bright S2 electronic state by a UV pulse 
(λ ≈ 265 nm). The excited molecules evolve through one or more 
conical intersections at progressively greater C–S bond separations 
en route back to the S0-state PES, where they can adopt the origi-
nal closed-ring or one of several possible open-ring geometries18,28, 
some of which are sketched in Fig. 1. The evolving wavepacket and 
the formation of open- and closed-ring photoproducts are probed by 
ionizing the molecule with a time-delayed 19.24 eV (λ = 64.44 nm) 
XUV pulse. Time-dependent photoelectron time-of-flight spec-
tra are recorded as a function of the time delay (Δt) between the 

UV and FEL pulses using a magnetic bottle spectrometer (see 
Methods and Supplementary Fig. 1). The FEL photon energy is 
deliberately chosen to be well above the first ionization potential 
(IP) of the ground-state molecule (~9.7 eV)29 but below the IP of 
the helium carrier gas, ensuring that the electronic character of the 
target molecule can be traced throughout the complete structural 
evolution with only minimum background signal from the carrier  
gas. The experimental results are complemented by high-level  
ab initio electronic structure and molecular dynamics calcula-
tions of both excited- and ground-state molecules. These calcula-
tions afford insight into the ultrafast electronic de-excitation that 
accompanies ring opening and the subsequent interconversion 
between different isomeric forms of the highly vibrationally excited 
ground-state photoproducts.

Results and discussion
Experimental results. The experiment measures electron 
time-of-flight spectra of thiophenone as a function of Δt. The 
spectra are converted to electron kinetic energy spectra and then, 
by energy conservation, into spectra of the valence binding ener-
gies (see Methods). Figure 2a shows such spectra in the form of 
a two-dimensional plot of electron yield as functions of binding 
energy (BE) and Δt. The dominant feature, at BE ≈ 9.7 eV, is due 
to photoionization of the ‘cold’ (that is, non-excited) closed-ring 
S0-state thiophenone molecule29. This peak is depleted by ~20% 
for positive Δt, as shown in Fig. 2b (red circles), confirming exci-
tation of ground-state molecules by the UV pulse. A fit to the 
delay-dependent yield of photoelectrons originating from S0-state 
parent molecules yields an upper limit for the temporal instru-
ment response function of σ = 72 ± 8 fs. Figure 2a reveals photo-
electrons with BEs as low as ~5 eV at the shortest positive Δt. The 
prompt appearance and subsequent decay of this contribution is 
also emphasized in Fig. 2b, which shows a Gaussian-shaped tran-
sient signal with σ = 76 ± 6 fs (blue triangles). With increasing delay, 
the signal at BE ≈ 5 eV fades, and the peak intensity shifts towards 
higher BE. As Fig. 2c shows, the peak in the intensity versus Δt 
transient obtained by taking contiguous 0.6 eV-wide slices for 
BE ≥ 5.3 eV shifts to progressively later Δt with increasing BE, and 
the transients gain an increasingly obvious tail.

The thiophenone cation has close-lying ground (D0) and first 
excited (D1) states at a vertical IP (IPvert) of ~9.7 eV and higher 
excited states at IPvert values of 10.58 eV (D2), 12.25 eV (D3) and 
14.1 eV (D4)29. Given the present pump photon energy of 4.67 eV, 
the signal appearing at a binding energy of ~5 eV at Δt ≈ 0 is read-
ily attributed to vertical ionization of photoexcited molecules in the 
S2 state to the (unresolved) D0 and D1 states. Ionization to the D1 
state is strongly disfavoured due to selection rules, as discussed in 
Section 2.3 of the Supplementary Information. The evolution of the 
signal at BE ≈ 5 eV, the peak shift towards higher BE at later Δt and 
the more intense tail in the Δt traces for higher BE slices all reflect 
the complex evolution of the photoprepared wavepacket, which the 
accompanying theory shows involves ultrafast depopulation of the 
S2 state to yield ‘hot’, that is, highly vibrationally excited, S0 (hence-
forth S0

#) molecules (revealed by the teal green stripe in Fig. 2a at 
BE ≈ 9 eV). Note that any photoelectrons arising from ionization of 
S0

# molecules to excited Dn (n > 1) cation states are likely to appear 
at BE > 10 eV (see extended spectrum in Supplementary Fig. 2) and 
thus do not affect the discussion that follows.

Calculations of decay pathways and excited-state dynamics. 
To interpret the dynamics revealed in the TRPES spectra, the 
lowest-lying PESs of thiophenone were computed and different crit-
ical points were located using SA(4)-CASSCF(10/8) calculations, 
and their energies further refined using XMS(4)-CASPT2(10/8) 
(see Computational details for more information). The Franck–
Condon (FC) geometry corresponds to the equilibrium structure of 
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Fig. 1 | Schematic of the UV excitation, ring opening and photoionization 
of thiophenone. The molecule is photoexcited from its ring-closed ground 
state (S0) to an electronically excited state (S2). It evolves through an 
optically dark excited state (S1) back to the (vibrationally excited) S0 state 
of several possible reaction products (P1, P2 and so on). The XUV probe 
photon energy is sufficient to ionize thiophenone and all reaction products 
from both ground and excited states into several ionic final states (D0, D1  
and so on). The time-evolving electron kinetic energy (KE) spectrum 
(top) thus consists of contributions from the ground and excited states 
of thiophenone (denoted as R and R*, respectively) and from the different 
products. In the depictions of the molecular geometry, carbon atoms are 
shown in grey, hydrogen in white, oxygen in red and sulfur in yellow.
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the S0 state of thiophenone, wherein the highest occupied molecular 
orbital (HOMO) is an out-of-plane π orbital largely localized on the 
sulfur atom, henceforth labelled n(S). At our chosen pump photon 
energy, thiophenone is predominantly excited to its S2 state. At the 
XMS(4)-CASPT2(10/8) level of theory, the S0→S2 transition has 
n(S)/π* character, a calculated transition energy of 4.67 eV and an 
appreciable oscillator strength (0.036), reflecting the constructive 
overlap of the donating n(S) and accepting π* orbitals. The S0→S1 
transition (with a calculated energy of 4.20 eV), by contrast, is dark 
(the donating O-atom centered, lone pair n(O) orbital lies in the 
plane of the ring and is thus orthogonal to the accepting orbital; see 
Section 2.1 in the Supplementary Information). Different minimum 
energy conical intersections (MECIs) were located between the S2, 
S1 and S0 states of thiophenone, as shown in Fig. 3a. All of these 
MECIs indicate a ring opening in the excited electronic state (that is,  
formation of a biradical), followed by geometrical relaxation—for 

example, twisting of the CH2−S moiety out of the molecular plane 
and bending of the C−C=O moiety (see also Section 2.2 in the 
Supplementary Information).

To determine the possible connections between these critical 
structures and the relaxation pathways of thiophenone follow-
ing UV photoexcitation, linear interpolations in internal coordi-
nates (LIICs) were performed using XMS(4)-CASPT2(10/8) (see 
Computational details). Starting from the FC geometry, the LIICs 
smoothly connect the different critical points and confirm that pho-
toexcited thiophenone (S2) molecules can relax efficiently towards 
the S0 state via the S2/S1 and S1/S0 seams of intersection in the C–S 
bond extension coordinate28. The energies of the low-lying D0 and 
D1 states of the thiophenone cation were also computed at selected 
geometries along the LIIC pathways (Fig. 3a, dashed lines). In the 
FC region, these states are characterized by removal of an electron 
from, respectively, the n(S) and n(O) lone pair orbitals. As Fig. 3a 
shows, the topographies of the various PESs of neutral thiophe-
none vary strongly along the LIIC pathways, but the energies of 
the D0 and D1 states of the cation show a smooth and very gradual 
increase. The energy differences (ΔE) between the D1/D0 and the  
S2/S1 potentials along the LIIC pathways (inset in Fig. 3a) increase 
dramatically from the FC point out to the S1/S0 MECI. The cal-
culations allow assignment of the experimentally observed rapid 
increase in BE with increasing Δt to the ultrafast depopulation of 
the S2 state and electronic deactivation to the S0 state, resulting in 
highly vibrationally excited ground-state molecules. We note that 
the calculated ΔE values are consistently slightly lower than the 
experimental BE values. Such underestimation of (experimental) 
IP values by (X)MS-CASPT2 methods is well-known30 and, in the 
present case, can also be related to the choice of basis set (see Section 
2.2 of the Supplementary Information).

The fates of the photoexcited thiophenone molecules were further 
explored by running trajectory surface hopping (TSH) calculations 
from the photoprepared S2 state at the SA(4)-CASSCF(10/8) level of 
theory. These results are detailed in Section 2 of the Supplementary 
Information, and only the main features of the dynamics are high-
lighted here. As expected from inspection of the LIIC pathways, the 
initial S2 population rapidly decays to the S1 state and population 
appears almost immediately on the S0 PES, as shown in Fig. 3b. All 
population is transferred to the S0 state within 350 fs of UV excita-
tion. Figure 3c displays a swarm of 46 TSH trajectories that mimic 
the relaxation dynamics of the thiophenone wavepacket and dem-
onstrate that the ultrafast deactivation from S2 to S1 to S0 is driven by 
a ballistic ring-opening process. The trajectories start to spread after 
~50 fs; most remain ring-opened upon becoming S0

# molecules, but 
some readopt a (vibrationally hot) cyclic configuration.

The conclusions from the TSH calculations match well with the 
experimental time-resolved photoelectron yields for the BE ranges 
selected to span the predicted IPvert values along the LIIC (Fig. 2b,c). 
The yield in the BE range corresponding to vertical ionization 
from the S2 state (blue trace in Fig. 2b) shows a narrow transient 
signal, the width of which is largely determined by the instrument 
response function. With increasing Δt, this transient signal shifts to 
higher BE, broadens somewhat and gains a longer time tail (Fig. 2c). 
Recalling the inset in Fig. 3a, these observed changes are all con-
sistent with the wavepacket evolving on the S2 PES (sampled most 
cleanly by intensities at BE ≤ 5.5 eV) and subsequent non-adiabatic 
coupling with the S1 state (which are sampled most efficiently in 
the 6 ≤ BE ≤ 7 eV range) and thence with the S0 PES (which start to 
be sampled at BE ≥ 7 eV). Ionization of S0

# molecules accounts for 
the tails in the transients for the higher energy BE slices in Fig. 2c; 
the build-up of S0

# population (green crosses in Fig. 2b) plateaus at 
Δt ≥ 300 fs. These comparisons serve to reinforce the interpretation, 
developed from considering the LIIC pathways (Fig. 3a), that the 
experimentally observed increase in BE is a signature of the ultrafast 
decay of thiophenone (S2) molecules to high S0

# levels.
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Fig. 2 | Time-dependent photoelectron spectra of UV-excited 
thiophenone. a, Measured photoelectron yield as a function of BE and 
time delay (Δt) between pump and probe pulses (see Supplementary 
Fig. 2 for a plot over a wider range of signal intensities, binding energies 
and delays). Negative Δt corresponds to the FEL pulse preceding the 
UV pulse and positive Δt to the UV pulse preceding the FEL pulse, while 
the colour represents the normalized photoelectron intensity. Regions 
with an intensity below 0.003 are shown in white. b, Delay-dependent 
photoelectron yields for three BE ranges selected to illustrate the 
photoinduced depopulation of the S0 state (red circles), population of 
the S2 state (blue triangles) and the build-up of vibrationally excited S0

# 
photoproducts (green crosses). c, Delay-dependent photoelectron yields 
five contiguous 0.6 eV-wide BE slices that inform on the evolution from 
photoexcited S2 to internally excited S0

# molecules. Statistical error bars are 
included but are generally smaller than the symbol size. The parameters 
of the least-square fits shown as solid lines in b are summarized in 
Supplementary Table 1, while the dashed lines in c just join the dots 
for better visibility. The data in b have been normalized such that the 
maximum value of the fit is at 1 for each curve, whereas the data in c are 
displayed on a common intensity scale.
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Ground-state dynamics and reaction products. One key feature  
of the present experimental study is that the response of UV-excited 
thiophenone molecules can be followed not just en route to,  
but also after reaching, the S0 PES. Figure 4a shows photoelec-
tron spectra recorded at several pump–probe delays in the range 
10 ≤ Δt ≤ 600 ps. Most of the photoelectron intensity of inter-
est at these large Δt values lies in the range 8.0 ≤ BE ≤ 9.6 eV, and 
the spectrum appears to consist of different contributions whose 
weights are Δt dependent; the intensity of the feature at lower BE 
(peaking at BE ≈ 8.8 eV) appears to increase relative to that of the 
feature peaking at BE ≈ 9.3 eV as Δt increases. To simulate the 
ground-state dynamics, the foregoing non-adiabatic molecular 
dynamics calculations using TSH in the lowest four electronic states 
were combined with ab initio molecular dynamics (AIMD, see 
Computational details) on the S0 PES. From an electronic structure 
perspective, this required switching from an SA-CASSCF descrip-
tion (used for the excited-state dynamics) to an unrestricted den-
sity functional theory (UDFT) picture using the PBE0 exchange/
correlation functional. The SA-CASSCF active space employed for 
the TSH dynamics became unstable when the trajectories were pro-
longed on the S0 PES, but AIMD with UDFT was found to offer a 
stable alternative and allowed long-time simulation of the S0

# spe-
cies (see, for example, a previous study by Mignolet et al. 31). Tests 
demonstrating the validity of this approach for the present system 
are reported in Supplementary Section 2.5.

To initiate the S0
# molecular dynamics after passage through the 

S1/S0 seam of intersection, the AIMD trajectories were launched 
from the nuclear coordinates and with the momenta extracted from 
the TSH trajectories after the S0 state had been reached. Thus, the 
present AIMD simulations are not per  se in a ground-state ther-
mal equilibrium, since the internal energy of the molecule at the 
start of the S0-state dynamics calculation depends on the history of 
the TSH trajectory in the excited state; that is, the approach allows 
description of non-statistical effects in the hot S0-state dynamics. 
In total, 22 AIMD trajectories were propagated until t = 2 ps and, 
to explore the longer-time dynamics, 10 of these were propagated 

further to t = 100 ps (see Computational details and Section 2.10 in 
the Supplementary Information). Since each is a continuation of 
an excited-state trajectory, the starting configuration in each case 
involves a ring-opened or highly stretched molecule.

The AIMD simulations reveal formation of several differ-
ent photoproducts within the earliest timescales of these dynam-
ics. Ring closure (resulting in re-formation of hot thiophenone 
molecules) is observed, as is the formation of the acyclic iso-
mers 2-thioxoethylketene (P1), 2-(2-sulfanylethyl)ketene (P2) 
and 2-(2-thiiranyl)ketene (P3) (see Fig. 4b for structures). 
Interconversion between these isomers was observed in most tra-
jectories within 2 ps (see Supplementary Fig. 12). The histogram 
labelled ‘other’ in Fig. 4b includes all molecular geometries that 
could not be attributed to P1, P2, P3 or closed-ring thiophenone 
products. These rare other geometries often correspond to tran-
sient configurations in the act of interconverting between the 
dominant photoproducts and are mostly observed within 500 fs of 
accessing the S0-state PES. It is important to emphasize that these 
AIMD calculations (and the gas-phase experiments) involve iso-
lated molecules. The potential energy acquired by thiophenone 
upon photoexcitation is converted, in part, to nuclear kinetic 
energy during the non-radiative decay to the S0 state, but these are 
closed systems: no energy dissipation is possible and the resulting 
S0

# species are highly energetic.
Experimentally, the BEs of the S0

# species formed via non-radiative 
de-excitation are concentrated in a narrow (~1 eV, full width at half 
maximum (FWHM)) band centred at ~9 eV, as shown in Figs. 4a,c. 
Yet the AIMD simulations indicate that this ensemble of S0

# species 
must contain a range of structures with high internal energies. Thus, 
the 22 AIMD outputs were analysed further. Specifically, the molec-
ular geometry was extracted every 10 fs from each AIMD trajectory, 
yielding a pool of >4,000 geometries. These were grouped by pho-
toproduct (see Section 2.6 in the Supplementary Information) and, 
for each geometry, the IPvert value between the S0 and D0 states was 
calculated using MP2-F12/cc-pVDZ-F12 to provide an estimate 
of the BE. As Fig. 4b shows, the histograms of the IPvert values for 
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each photoproduct span a narrow range, and the ground-state pho-
toproducts P1, P2 and P3 display similar IPvert distributions. This 
reflects the fact that, in each case, ionization involves removal of an 
electron from an orbital with a high degree of n(S) character. The 
distribution associated with re-formed closed-ring thiophenone 
species is centred at slightly higher IPvert values. For completeness, 
we note that the predicted distribution of S0→D0 IPvert values for 
thiophenone molecules without the extra kinetic energy induced 
by photoexcitation and subsequent relaxation (derived from AIMD 
simulations of thiophenone initiated with an internal energy equal 
to the zero-point energy only) is centred at yet higher IPvert, is much 
narrower and, as Supplementary Fig. 15 shows, is in very good 
accord with the lowest energy peak in the measured He I photoelec-
tron spectrum29.

Returning to the hot S0
# molecules, the 22 AIMD outputs pre-

dict a narrow overall distribution of IPvert values (Fig. 4d) that, as 
Fig. 4c shows, matches well with the TRPES data summed over the 
delay range 0.5 ≤ Δt ≤ 2 ps. The 10 AIMD outputs propagated to 
t = 100 ps (see Supplementary Fig. 17) provide additional insights 
into the longer-time dynamics of these S0

# molecules. Analysis of 
the (admittedly small number of) long-time trajectories reveals  
(1) irreversible conversion of closed-ring to open-ring isomers 
and (2), in several cases, unimolecular decay of the S0

# species to 
CO + thioacrolein (CH2CHC(H)S) products. The first IPvert of 
thioacrolein is 8.9 eV (see a study by Bock et al.32), a value repro-
duced computationally in the present work (see Section 2.10 in the 
Supplementary Information). Thus, recalling Fig. 4b, we note that 
all closed-ring to open-ring transformations (including the frag-
mentation process) will cause a net transfer of S0

# population to  
species with lower IPvert (that is, lower BE) values—consistent with 
the experimental observations (Fig. 4a).

Conclusions
A previous transient infrared absorption spectroscopy study of  
the UV photoexcitation of thiophenone in solution (that is, in an 

environment where any product vibrational excitation is rapidly 
dissipated through interaction with the solvent)18 demonstrated the 
formation of acyclic photoproduct(s) with ketene structures and the 
recovery of (vibrationally cold) ground-state thiophenone mole
cules. These earlier studies lacked the temporal resolution to probe 
the ring-opening mechanism directly, and the only S0

# dynamics 
amenable to investigation were vibrational relaxation dynamics via 
interaction with the solvent molecules. Such limitations are not an 
issue in this study, wherein time-resolved XUV photoelectron spec-
troscopy studies of the isolated (gas-phase) molecules at a seeded 
FEL, in combination with high-level ab initio theory, have enabled 
detailed visualization of the electronic and, particularly, the struc-
tural dynamics of this complex photoinduced ring-opening reac-
tion. We have revealed the initial motion following photoexcitation, 
the non-adiabatic coupling to the S0 PES as an open-ring biradical, 
and the subsequent isomerizations and eventual decay of the highly 
vibrationally excited S0-state species. The match between theory 
and experiment spans both the excited-state decay rates and the 
more challenging athermal rearrangements to photoproducts that 
occur after non-adiabatic coupling to the S0 state.

The use of sufficiently high-energy probe photons is key to 
tracking the full decay dynamics, that is, the ultrafast evolution of 
the photoexcited wavepacket to the S0 state and the nuclear dynam-
ics of the resulting highly vibrationally excited S0 molecules. The 
increase in BE observed immediately post-photoexcitation is a sig-
nature of the ultrafast decay of the nuclear wavepacket from the S2 
state, via the S1 state, towards the electronic ground state, enabled 
by elongation and eventual scission of the S−CO bond. The evolv-
ing molecules couple to the S0 PES with a range of geometries and 
nuclear momenta, which govern the subsequent athermal rear-
rangements of the S0

# species. These vibrationally excited S0 mol-
ecules are highly fluxional and can adopt at least three identified 
open-ring structures or re-form the parent thiophenone, and they 
have sufficient internal energy to dissociate (by loss of a CO moi-
ety). The deduced ground-state dynamics serve to bolster a recent 
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prediction that isomerization of energized molecules prior to dis-
sociation might well be the rule rather than the exception in many 
polyatomic unimolecular processes33. The IPvert distribution com-
puted from the AIMD trajectories on the S0 PES reproduces the nar-
row spread of BEs observed experimentally and can be traced to 
the localized nature of the sulfur lone pair orbital that is the domi-
nant contributor to the HOMO in each species. Distinguishing the 
various open-ring products by valence-shell photoelectron spec-
troscopy is challenging given their very similar first IPs. Ultrafast 
X-ray or electron diffraction studies might be able to address such 
structural challenges if sufficient scattering signal can be obtained 
despite the low sample vapour pressure.
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Methods
Experimental. The experiment was performed at the low-density matter (LDM) 
beamline34,35 at the FERMI free-electron laser facility19. The FEL was operated at 
a photon energy of 19.24 eV, corresponding to the fourth harmonic of the seed 
laser, with an estimated pulse duration of 80 fs (FWHM)36. The UV pump pulses, 
with a centre wavelength of 264.75 nm and a 1.2 nm bandwidth, were generated as 
the third harmonic of a Ti:Sapphire laser. Details relating to gas sample delivery, 
other laser pulse parameters (energies, durations and spot sizes) and tests to ensure 
that the reported effects scale linearly with pump and probe pulse parameters are 
reported in Section 1 of the Supplementary Information. A magnetic bottle type 
spectrometer26,37 (see Supplementary Fig. 1) was used to detect photoelectrons with 
high collection efficiency. A retardation voltage of 8 V was used to increase the 
resolution in the photoelectron range of interest (the approximate kinetic energy 
resolution is δE/E ≈ 0.03, with E being the final kinetic energy after retardation), 
cutting off the photoelectron spectrum at a binding energy of approximately 11 eV, 
as shown in Supplementary Fig. 2.

Data acquisition and analysis. Time-of-flight traces were recorded shot-by-shot 
while scanning the delay between the pump and probe pulses. The data shown 
in Fig. 1a consist of ~1,650 shots per 50 fs delay bin. The single-shot spectra were 
summed for each delay bin and then normalized with respect to the summed FEL 
intensity (measured shot-to-shot38). The electron time-of-flight was converted into 
photoelectron kinetic energy by calibrating the spectrometer using photoelectrons 
from the single-photon single ionization of helium at multiple harmonics (that 
is, different photon energies) of the FEL. The photoelectron energies were then 
converted to binding energies by subtracting the photoelectron energy from the 
FEL photon energy.

Computational details. Critical points and linear interpolation in internal 
coordinates. Critical points of the thiophenone PESs—S0 minimum, S1 minima, and 
S2/S1 and S1/S0 MECIs—were located using SA(4)-CASSCF(10/8)39,40 and a 6-31G* 
basis set41,42 as implemented in Molpro 201243. Pathways connecting these different 
critical points of the PESs were produced by LIICs44. Some of the advantages 
and limitations of LIICs are summarized in Section 2.2 in the Supplementary 
Information. Electronic energies for thiophenone were computed along the LIIC 
pathways at the SA(4)-CASSCF(10/8) and XMS(4)-CASPT2(10/8)45,46 levels of 
theory using, in all cases, a 6-31G* basis set (see Supplementary Figs. 7 and 8). 
The electronic energies for the thiophenone cation were also computed along the 
LIICs using SA(4)-CASSCF(9/8) and XMS(4)-CASPT2(9/8). All XMS-CASPT2 
calculations were performed with the BAGEL software47, employing the 
corresponding SA-CASSCF wavefunction from Molpro 2012 as a starting point. 
A level shift48 of 0.3 Eh was used in all XMS-CASPT2 calculations to prevent the 
appearance of intruder states. For details on the calculations of IPs, including 
benchmarking studies justifying this choice of basis set, see Section 2 in the 
Supplementary Information.

TSH dynamics. The excited-state dynamics of thiophenone following 
photoexcitation were simulated using the mixed quantum/classical dynamics TSH 
method, employing the fewest-switches algorithm49. All details regarding these 
dynamics are provided in Section 2 of the Supplementary Information.

Ab initio molecular dynamics to t = 2 ps and t = 100 ps. AIMD calculations of the 
photoproducts formed during the TSH dynamics were conducted on the S0-state 
PES using unrestricted DFT with the PBE0 exchange/correlation functional50 and 
a 6-31G* basis set, employing the GPU-accelerated software TeraChem51. The 
initial conditions (nuclear coordinates and velocities) for each AIMD trajectory 
(22 in total, drawn randomly from the pool of TSH trajectories) were extracted 
from the TSH dynamics when the trajectory reached the S0 state. At this initial 
point in configuration space, the SA-CASSCF wavefunction already exhibits a 
dominant closed-shell character (confirmed at the XMS-CASPT2 level of theory; 
see Section 2.5 in the Supplementary Information for additional details). A small 
(0.1 fs) time step was used to ensure proper total energy conservation for all 
trajectories, and the length of each (constant total energy) trajectory was set such 
that the total TSH + AIMD dynamics extend to 2 ps. This strategy necessarily 
restricts the dynamics to the S0 PES; the legitimacy of this procedure was validated 
by test trajectories on S0, which show the energy separation between the ground 
and excited electronic states increasing rapidly upon leaving the region of the 
S1/S0 seam of intersection. To explore the long-time dynamics of the different 
photoproducts, 10 of the 22 trajectories were propagated further, to t = 100 ps, 
using the same methodology except for a slightly longer time step of 0.25 fs.

Analysis of the 2 ps AIMD and vertical ionization energy distribution. The 22 AIMD 
trajectories propagated until t = 2 ps were used to analyse the distribution of IPvert 
values for the S0

# photoproducts. For each AIMD trajectory, molecular geometries 
were sampled every 10 fs, leading to a pool of >4,000 S0 molecular configurations. 
Each configuration was assigned to one of the possible photoproducts identified 
by Murdock et al.18 based on characteristic atomic connectivities determined by 
measuring bond lengths or angles (see Supplementary Fig. 13). If such assignment 
was not possible, the configuration was given the label ‘others’. These were often 

due to a transient configuration between two photoproducts. The IPvert of each 
configuration was then computed at the MP2-F12/cc-pVDZ-F12 level of theory 
(this level of theory was benchmarked against CCSD(T)-F12/cc-pVDZ-F12; 
see Section 2.8 in the Supplementary Information). The resulting distribution 
of S0→D0 IPvert values provides an approximation of the low-energy part of 
the experimental BE spectra. The same methodology, applied to ground-state 
dynamics of cold thiophenone, successfully reproduces the first peak in the 
experimental He I photoelectron spectrum (see Supplementary Fig. 15).  
All calculations were performed with Molpro 2012.

Data availability
Data generated or analysed during this study are included in this Article (and its 
Supplementary Information). Source data are provided with this paper.

Code availability
The analysis codes used to generate the data presented in this study are available 
from the corresponding authors upon reasonable request. Source data are provided 
with this paper.
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3.4 Ionization into D2 cationic states via XUV

Figure 3.9: Delay-dependent photoelectron intensity spectrum of thiophenone. (a) Full
spectrum. (b) Zoomed-in higher binding energy region from panel (a) showing the signal
from ionization of ground-state thiophenone molecules into the D2 cationic state and the
increase in photoelectron intensity in the binding energy range, 10.2 eV<BE<10.5 eV, for
positive delays (UV preceding FEL).

In the previous section, the main focus was on the ionization to the D0/D1 cationic states.

Figure 3.9(a) shows the delay-dependent photoelectron spectrum of thiophenone, similar to

the one described in section 3.3, but also including the photoelectron spectrum at binding

energies higher than 10.2 eV. Negative delay values correspond to the FEL preceding the

UV, and positive delay values correspond to the UV preceding the FEL. The photoelectron
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intensity signal from ground-state thiophenone molecules ionized to different cationic states

is labeled by D0/D1 and D2 (also shown in Fig. 3.6).

Figure 3.10: Delay-dependent intensity change for different BE ranges. (a) Comparison of
depletion in the intensity of photoelectron signal from unpumped molecules, ionized to other
cationic states. (b) The depletion intensity fitted with a cumulative distribution function for
two binding energy ranges (see table 3.1 for fit parameters).

The theoretical calculations detailed in section 3.3 do not attempt modeling S0 → D2

ionization. In this section, we discuss the experimental results corresponding to the tran-

sitions to these cationic states. Figure 3.9(b) shows a zoomed-in photoelectron intensity

spectrum where the depletion in the delay-dependent photoelectron intensity is observed

for the ground-state thiophenone molecules ionized to D2 cationic state. An increase in the
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Cationic State Energy Range (eV) x0 (fs) σ (fs)
D0/D1 9.5 - 9.9 -15 ± 5 72 ± 8

D2 (ν = 0) 10.5 - 10.6 2 ± 24 68 ± 33
D2 (ν = 1) 10.7 - 10.8 -29 ± 21 50 ± 16

Table 3.1: The center values and standard deviation for the fitted cumulative distribu-
tion function to the depletion of delay-dependent photoelectron intensity of the ground-state
thiophenone molecules.

phototoelectron intensity can be seen in the binding energy range 10.2 eV<BE<10.5 eV.

Figure 3.10(a) shows the comparison of depletion in photoelectron intensity for unpumped

thiophenone molecules ionized into D0/D1, D2 (ν = 0) and higher vibrational level of D2

(ν = 1). Figure 3.10(b) shows the fit results after fitting the depletion with a cumulative

distribution function (CDF), which is represented by

y(x) =
h

2

[
1 + erf(

x− x0√
2σ2

)

]
+ y0 (3.3)

where σ is the standard deviation and x0 is the center value of the distribution.

The results from the fit are summarized in table 3.1. As can be seen from the fitting

results, there are no significant differences, both in the center values and the width of the

distribution. The larger errors in the signal from the D2 state are due to the low signal-

to-noise ratio. We can also compare the timescales of photoelectron intensity change for

the binding energy range of 10.2 eV<BE<10.5 eV and the photoproducts discussed in sec-

tion 3.3. Figure 3.11 shows the delay-dependent photoelectron intensity increase, fitted with

a convolution of a Gaussian and an exponential function. The Gaussian function represents

the temporal resolution of the experiment, and the time constant (τ) gives an estimate of

the rise-time of the photoelectron intensity. The fit function used for the fitting shown in

Fig. 3.11 is discussed in the supporting information [69] of the article discussed in section 3.3.

From the fitting results shown in table 3.2, we see the center values (x0) differ slightly. The

smaller x0 value for D2 could be due to overlapping features in the selected binding en-

ergy range. The time constants (τ), on the other hand, matches within the error limits for
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Cationic State Energy Range (eV) x0 (fs) σ (fs) τ (fs)
D0/D1 8.3 - 9.1 -2 ± 7 75 (fixed) 72 ± 9

D2 (ν = 0) 10.3 - 10.4 -99 ± 30 75 (fixed) 61 ± 33

Table 3.2: The center values and time constant for the fitted delay-dependent intensity
change for photoproducts ionized into D0/D1 and D2 cationic states. The fit function used
is a convolution of a Gaussian and an exponential.

the photoelectron signals for D0/D1 and D2 cationic states. The photoelectron intensity

increase in the binding energy range 8.3 eV<BE<9.1 eV was assigned to the formation of

photoproducts (ionized to D0/D1) based on theoretical calculations (see section 3.3). As

the time constants in table 3.2 match well, we conclude that the photoelectron intensity

increase in the binding energy range 10.3 eV<BE<10.4 eV can most likely be assigned to

the photoproduct formation and subsequent ionization to D2 cationic state.

Figure 3.11: Fitted delay-dependent intensity change for photoproducts ionized into D0/D1

and D2 cationic states.

To interpret the ionization of photoproducts, theoretical insights related to cross-sections

and transition probabilities are essential. A theoretical study in collaboration with Prof.
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Fernando Martin’s group at Universidad Autónoma de Madrid in Spain is underway, and

some of the preliminary results from this work are discussed below. These calculations are

performed by Jorge D. Guerrero.

To understand the ionization of molecules after the absorption of an XUV photon, the

cross-sections of different molecular orbitals are calculated. The transition probabilities for

different orbitals are also calculated using the cross-sections of the molecular orbitals. These

calculations were performed using static-exchange DFT formalism [72] that works within

the fixed-nuclei approximation. The key idea of this method is to use Kohn-Sham orbitals

to describe the ground state. These are calculated using Amsterdam density functional

package [73]. In the next step, the bound and continuum states are calculated considering

B-Spline basis functions [74]. Finally, the couplings between bound and continuum states

are calculated. For determining the transition probabilities, the calculations consider an

XUV pulse centered at 64.4 nm (19.25 eV), with a temporal pulse duration of ∼80 fs.

For calculating photoelectron spectra, a Gaussian convolution is performed assuming a 2 eV

FWHM pulse. Figure 3.12 shows the calculated cross-section for different valence orbitals in

thiophenone. The inner orbitals correspond to a lower number (for example, 11a corresponds

to the innermost valence orbital and 26a corresponds to the outermost orbital). It can be

seen from this figure that multiple orbitals are accessible by an XUV pulse with 19.25 eV

photon energy.

Figure 3.13 shows the convoluted transition probabilities for the ground-state thiophe-

none molecules and for different ring-opened photoproducts. It can be observed that a few

of the photoproducts have higher photoelectron energy (lower binding energies) compared

to thiophenone molecules, considering ionization from the outermost orbitals. This agrees

well with the results shown in Sec. 3.3, where the photoelectron intensities at a slightly lower

binding energy w.r.t. the ground-state thiophenone molecule binding energy, were attributed

to the photoproducts. This work is currently ongoing and may provide insights related to

the dominant fragmentation pathways for the photoproducts.
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Figure 3.12: Calculated photoionization cross-sections of different valence orbitals in thio-
phenone. An XUV pulse centered around 19.25 eV is also shown, which is similar to the
one used in the experiment.

Figure 3.13: Convoluted transition probabilities for the ground-state thiophenone molecules
and the photoproducts after ionization with an XUV pulse of 19.25 eV photon energy.

55



3.5 Time-dependent mass spectroscopy post UV ab-

sorption in thiophenone

In this section, the delay-dependent photoion yield post photoionization of thiophenone is

discussed for several major ionic channels. Figure 3.14 shows the delay-integrated ion time-

of-flight (TOF) spectrum. After ionization with XUV, the molecule breaks up into various

fragments, which are labeled in the calibrated TOF spectrum.

Figure 3.14: Delay integrated ion time-of-flight (TOF) spectrum of thiophenone.

The evolution of the intensity of each ionic fragment can be plotted as a function of pump-

probe delay. Figure 3.15 shows the delay-dependent yield of the parent ion (C4H4OS+).

Similar to the observations made in the photoelectrons, a depletion can be seen when UV

precedes FEL (XUV). The standard deviation is slightly longer (σ = 107 ± 11 fs) compared

to photoelectrons (∼70 fs) suggesting that the photoelectron signal is a more direct probe of

the excitation process. The parent ion yield is most likely similar for molecular geometries

close to the Franck-Condon (FC) region, independent of the electronic state of the molecule,

and the decrease in its yield reflects a departure from the FC geometry rather than the
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Figure 3.15: Delay-dependent change in photoion intensity for singly ionized thiophenone
molecules (C4H4OS+). The depletion in intensity is fitted with a cumulative distribution
function.

electronic excitation. The depletion of the intensity for photoions and photoelectrons (from

ionization to D0) is about 20 % in each case.

The delay-dependent intensities can be plotted for different fragments shown in the TOF

spectrum (Fig. 3.14). Figure 3.16 shows the delay-dependent intensities for some of the ma-

jor fragments, which exhibit a change in intensity as a function of UV-FEL delay. Note

that the fragments for which the intensities did not change w.r.t. delay are not included in

Fig. 3.16. Most of the fragments (except H+ and CH+
x ) show an increased intensity when

UV precedes FEL, suggesting that they are more likely to be formed after ionization of

vibrationally hot and/or ring-open molecules. It may be possible to gain some insights by

comparing the geometry of the thiophenone molecule to the photoproducts P1, P2 and P3

(see Section 3.3). The fragments CO+, S+, C3HxS+ and C3HxO+ can be formed by just

breaking a single bond in the photoproducts while the formation of these fragments from

thiophenone requires breaking of at least two bonds. The increase in the intensity of these

fragments might indicate the photoproduct formation post UV excitation. In contrast, no

such differences can be seen for the formation of H+ and C2H
+
3 from photoproducts and

thiophenone molecules. We also do not see a prominent increase in the intensity of these
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Figure 3.16: Delay-dependent yield of different ionic fragments post ionization with FEL
pulses. Except for H+, CH+

x , and C4H4OS+, all other fragments show an increase in yield
when the UV precedes the FEL. The black dashed lines show the zero delay between UV and
FEL. 58



fragments in the experiment when UV precedes FEL. To interpret the ionic intensities in

greater detail, theoretical modeling of the ionization from the FEL (XUV) and the subse-

quent fragmentation is essential. This is the final goal of the collaborative theoretical work

(described in section 3.4), which would help understand the time-dependent mass spectra

obtained in the experiment.

3.5.1 Dynamics at longer time-scales (up to 600 ps)

In section 3.3, we saw that after photoexcitation of thiophenone in the gas-phase, the isomer-

ization and relaxation continued to happen over a few hundred picoseconds. Such longer

timescales, particularly in gas-phase experiments, are a result of the unavailability of a

medium (or “bath”), where the highly vibrationally excited molecules returning to the

ground-state can transfer vibrational energy. In liquid-phase studies, the solvent can absorb

this extra energy and assists in cooling down the vibrationally hot ground-state molecules.

As a result, the gas-phase and condensed-phase experiments often show different product

distributions [65]. In this section, we will discuss the isomerization and dissociation dynam-

ics that happen at these longer timescales, based on photoion intensity changes.

Figure 3.17 shows the delay-dependent intensity change of the same ions as shown in

Fig. 3.16, but now on a much longer delay scale up to 600 ps. All the selected fragments

show an increase in intensity for positive delays (UV precedes FEL). The maximum increase

in intensity is seen for the CO+ fragment (∼25%). This is also supported by the theoretical

modeling, which was performed by the group of Prof. Basile Curchod, Durham University,

U.K. Many of the results are summarized in section 3.3 but Fig. 3.18 shows the ab-initio

molecular dynamics (AIMD) trajectory calculation performed by propagating trajectories

up to 100 ps in the ground state [69]. One of the main observations from these calculations

is that in some of the trajectories, the ‘hot’ thiophenone molecule and the photoproduct P1

dissociate into thioacrolein and CO. This observation also matches the photoelectron signal

change at longer timescales as discussed in section 3.3 and the supporting information [69].
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Figure 3.17: Delay-dependent change in photoion intensity for different fragments post
ionization with XUV pulses for longer delays up to 600 ps. The most significant change in
intensity is seen for the CO+ fragment.
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Figure 3.18: Change in photoproduct distribution based on ab-initio molecular dynam-
ics (AIMD) trajectory simulations performed up to 100 ps. Dots correspond to the actual
proportion obtained every 0.25 ps while solid lines represent the moving average (Adapted
from [69]).

This can also explain why CO+ shows the highest increase in yield among all fragments,

as the neutral CO molecules which are formed after dissociation are ionized by XUV and

contribute to an increase in intensity.
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3.6 Mega-electronvolt ultrafast electron diffraction of

thiophenone

Diffraction methods using x-rays or electrons possess a unique capability to determine molec-

ular structure with high (sub-angstrom) spatial resolution. In x-ray diffraction, the high-

energy x-ray photons are diffracted by the electrons in the molecule due to Thompson

scattering, and thus the electronic density determines the diffraction intensity. Since most

of the electrons are localized close to the atoms (especially heavier atoms) in a molecule,

the electron densities (and hence x-ray diffraction intensities) also reflect the positions of

the nuclei. Unlike x-ray photons, electrons are scattered by the electron distribution as

well as the atomic nuclei due to Coulomb scattering [75]. The electron scattering cross-

section is about six orders of magnitude higher than the x-ray scattering cross-section in

molecules [76]. However, electron scattering suffers from the low number of electrons that

can be packed in an electron pulse due to the broadening of the pulse caused by Coulomb

repulsion.

Compared to x-ray photons, electrons are less damaging to the target specimen. Hence,

electrons are often used in microscopy applications [77, 78]. Due to strong interaction with

matter, electrons have a short penetration depth, which is useful for surface characterization,

thin samples, and gases [75].

The gas-phase electron diffraction technique was first introduced in 1930 by Mark and

Wierl [79, 80]. This was followed by further developments by Brockway and Pauling [81,

82]. In the late 1990s, the first experiments were performed to determine the structures

of molecules with femtosecond temporal resolution using ultrafast electron diffraction [83].

Several studies [84–88] on gas-phase ultrafast electron diffraction have described electron

scattering with different levels of detail. Below we describe the equations used to analyze

the scattering patterns and to extract the internuclear distances from the experimental

results of the ultrafast electron diffraction experiments.
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The electron scattering intensity is typically represented in terms of momentum transfer

(s) between the incident electron and the elastically scattered electron. Momentum transfer

is written as

s =
4π

λ
sin

(
θ

2

)
(3.4)

where λ is the de Broglie wavelength of the electrons and θ is the scattering angle. The

total scattering intensity in an electron diffraction experiment is a sum of atomic (IA) and

molecular scattering (IM):

I(s) = IA(s) + IM(s) (3.5)

The atomic-scattering term can be written as [75]

IA(s) = C
N∑
i=1

(
|fi(s)|2 + 4

Si(s)

a20s
4

)
(3.6)

where fi and Si are the elastic and inelastic scattering amplitudes for atom i, respectively,

N is the number of atoms in the molecule, a0 is the Bohr radius and C is a proportionality

constant. The molecular-scattering intensity is a superposition of intensities from all the

atom pairs in a molecule and is useful for structure determination. It can be written as [75]

IM(s) = C

N∑
i=1

N∑
j 6=i

|fi(s)||fj(s)|exp
(
−
l2ijs

2

2

)
cos(ηi − ηj)

sin(srij)

srij
(3.7)

where fi and ηi are the elastic-scattering amplitude and corresponding phase for the ith

atom, rij is the distance between the ith and jth atom, lij is the vibrational amplitude and C

is the proportionality constant. The elastic scattering amplitude (f) scales as Z/s2, where

Z is the atomic number. The values of f and η can be obtained from the literature [89].

From the equation above, it can be seen that the IM(s) decays as 1/s5. To highlight the

oscillatory behaviour of IM(s), a modified molecular-scattering intensity (sM(s)) is used,
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which is defined as,

sM(s) = s
IM(s)

IA(s)
(3.8)

To understand the molecular structure in an intuitive manner, the modified molecular-

scattering intensities (sMs) are transformed into the pair distribution function (PDF). This

is achieved by taking the Fourier (sine) transform of sM(s),

PDF (r) =

∫ smax

0

sM(s) sin(sr) e−ks
2

ds (3.9)

where k is a damping constant to reduce the oscillations caused by the cutoff of signal at

s=smax.

Figure 3.19: Schematic of the electron diffraction of thiophenone (adapted from [90]).
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The mega-electronvolt ultrafast electron diffraction (MeV UED) study of thiophenone

was performed as the last part of this dissertation work. The experimental part was per-

formed at the MeV UED facility at SLAC National Accelerator Laboratory. The experi-

mental setup and instruments are described in earlier studies [91, 92] and are depicted in

Fig. 3.19. Below, we briefly discuss the experimental parameters used for the experiment

performed on thiophenone. UV pulses with a pulse duration of ∼75 fs were used to ex-

cite the thiophenone molecules. The UV pulse duration in the interaction region was not

characterized during the experimental campaign and the given value reflects the experience

from previous experimental campaigns using the same optical setup. The electron beam

had a typical pulse duration of 150-200 fs for low bunch-charge and 500-1000 fs for high

bunch-charge. The UV laser pulses and the electron beam interacted with the thiophenone

molecules inside a flow cell with an opening of ∼200 µm. Since thiophenone has a low

vapor pressure (<1 Torr) at 25 °C, the assembly for sample delivery was heated to 60 °C.

Once the sample flow was stabilized, static (no UV excitation) electron diffraction images

were recorded using a P43 phosphor screen and Andor iXon Ultra 888 EMCCD camera.

Figure 3.19 shows the schematic of the electron diffraction experiment on thiophenone. The

analysis procedure and the static diffraction results are described in appendix B. Below,

we focus on the experimental results obtained from time-resolved MeV UED and compare

them with the results discussed in section 3.3.

The excitation fraction of molecules by the laser pulse is generally less than 10 %. Hence

the time-dependent signal is dominated by the parent molecules. To extract the diffraction

contribution from the photoproducts, the diffraction-difference method [93] is used. Here

we subtract the diffraction intensities at later times (UV preceding electron beam) from the

diffraction intensities at earlier times (electron beam preceding UV). Using equation 3.8,

the difference modified molecular intensity can then be written as

∆sM(s) = s
I(s, t > t0)− I(s, t < t0)

IA(s)
(3.10)
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Figure 3.20: Comparison of the modified molecular scattering intensities, ∆sM(s,t) =
sM(s,t>t0) - sM(s,t<t0), where t0 is the time where UV pulse and electron beam are over-
lapped. (a) Expected ∆sM(s) for the (ground-state) photoproduct geometries shown on right.
(b) Experimentally obtained ∆sM(s) for 1 ps < t < 1.5 ps.

where t0 is the time where UV pulse and electron beam are overlapped.

Figure 3.20(a) shows the ∆sM(s) calculated for the ground state equilibrium geometries

of the three photoproducts formed after UV absorption in thiophenone that were predicted

by our earlier study (see section 3.3). The experimental spectrum (Fig. 3.20(b)) shows

similar peak positions and variations, which strongly suggest the formation of the three

dominant photoproducts P1, P2, and P3 as shown in Fig. 3.20. For a more quantitative

comparison, it is important to keep in mind that these three photoproducts are formed

in high vibrational states after photoexcitation of thiophenone. To incorporate this, we

compare the experimental results with the results from the ab-initio molecular dynamics

(AIMD) trajectory calculations (discussed in section 3.3). Figure 3.21(a) shows the exper-

imentally observed delay-dependent change in ∆sM(s). The same quantity produced from

the molecular geometries extracted from the AIMD trajectories is shown in Fig. 3.21(b).
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Figure 3.21: Comparison of delay-dependent ∆sM(s). (a) Experiment (convolved in time
with a Gaussian instrument response function of 150 fs FWHM), (b) Theory, (c) Delay-
integrated plot for the time range of 1 ps to 1.5 ps.

The features show close agreement between the theory and the experiment. Figure 3.21(c)

shows the delay-integrated ∆sM(s) for the time range of 1 ps to 1.5 ps for the experiment

and theory. The deviations in amplitude could be due to a slightly different distribution

of photoproducts obtained in the experiments. The photoproduct branching ratio can be

obtained by fitting the experimental spectra with the geometries observed in the AIMD

calculations, which is planned for analysis in the future.

In order to gain direct insights about the internuclear distances, the experimental data

can be transformed from the momentum transfer space (sM(s)) to the real space (PDF(r)), as

discussed before. Figure 3.22(a) shows the simulated PDFs for the ground-state thiophenone

molecules. The dominant contribution from the O-S distance is seen, followed by C-C, C-S,

and C-O bond distances. When a UV pulse excites the thiophenone molecules, the delay-

dependent ∆PDF (PDF(t>0) - PDF (t<0)) shows a depletion in the peak corresponding to

the O-S distance and an increase in signal at longer distances. This is shown in Fig. 3.22(b),
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Figure 3.22: Experimental and simulated PDFs for visualizing changes in internuclear
distances. (a) Simulated PDF for the ground-state thiophenone molecule showing peaks
at different internuclear distances. (b) Delay-integrated ∆PDF(r) for 1 ps < t < 1.5 ps.
(c) Simulated delay-dependent ∆PDF(r) for the molecular geometries obtained by AIMD
calculations. (d) Experimentally obtained delay-dependent ∆PDF(r).

where the peak at longer distances (centered at ∼3.2 Å) corresponds to the O-S distances in

the ring-opened photoproducts P1, P2, and P3. The delay-dependent ∆PDF(r) simulated

for the geometries obtained by AIMD calculations is shown in Fig. 3.22(c). The simulated

results agree well with the experimental results shown in Fig. 3.22(d), except for the time-

delays near zero due to the limited time resolution of the experiment. These results strongly

confirm the ring-opening and formation of photoproducts with geometries similar to those

predicted by our time-resolved photoelectron spectroscopy study. Further analysis may

reveal the branching ratio of these photoproducts, which are formed after UV absorption

by thiophenone.

68



Chapter 4

Imaging molecular geometries using

coincidence ion momentum imaging

The motivation of this dissertation work lies in understanding light-induced reactions and

subsequent isomerization and molecular dynamics happening at femtosecond time scales.

To do this, one important step is to be able to distinguish molecular structures with subtle

structural differences. One such example is of conformational isomers, which only differ by

a rotation around a single (sigma) bond. This chapter demonstrates that the coincidence

momentum imaging can be extremely sensitive to the molecular geometry and can be, in

certain cases, used as an exquisite tool to monitor such subtle structural changes.

4.1 Background and motivation

Isomers are molecules with identical molecular formulas, but different arrangements of

atoms. Despite containing the same number of atoms, isomers often possess very differ-

ent physical and chemical properties. Isomers are known to play an important role in many

chemical and biological processes in nature [94–98]. One of the well known examples, which

is often quoted, is the isomerization in retinal chromophore (specifically, 11-cis to 11-trans)
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of rhodopsin, a light sensitive receptor protein [99, 100], shown schematically in Fig. 4.1.

This isomerization reaction happens within 200 fs and is a primary step involved in human

vision [101].

Figure 4.1: Isomerization in retinal chromophore of rhodopsin upon light absorption
(Adapted from [100]).

Ring-opening isomerizations as discussed in chapter 3 are another form of isomerization

which is also ubiquitous in nature, as is hydrogen migration [102], where a hydrogen moves

from one site to another in a molecule. In recent years, hydrogen migration in simple hydro-

carbons such as acetylene [13, 103–112] as well as in simple alcohols such as methanol and

ethanol [113–116] has been studied in depth by using several different techniques, including

coincident ion momentum imaging technique [13, 113].

In this chapter, we mainly discuss a category of stereoisomers called conformers, which

differ in geometrical structure just by a rotation around a single bond. Figure 4.2 shows the

equilibrium geometries of the conformational isomers of 1,2-dibromoethane (C2H4Br2), as

an example. Conformational isomerism is a common phenomenon in several proteins and

enzymes and plays a crucial role in their biological activity and molecular recognition [117].

Several neurological diseases can result from altered protein conformations [118]. For ex-

ample, in Alzheimer’s disease patients, Abeta-amyloid/amyloid beta protein undergoes a

conformational transformation from a soluble helix-rich state to a state rich in Abeta or
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Figure 4.2: Equilibrium geometries of (a) Gauche and (b) Anti conformers of 1,2-
dibromoethane (C2H4Br2).

amyloid beta sheets and prone to self-aggregation. Consequently, conformational isomerism

is an inherent phenomenon in many drugs used in the present-day pharmaceutical industry,

and it closely defines the activity of drug molecules. The difference in physical and chemical

properties of these conformational isomers owing to just the rotation around a single bond

has been a subject of study for a long time. A major challenge in this regard is to study

conformer specific properties since these types of isomers can, in many cases, interconvert

into one another even at room temperature (∼0.59 kcal/mol) as the rotational energy bar-

rier between different conformers is generally very small (within a few kcal/mol or a few

tens of meV).

In recent years, several studies have been performed to understand conformer-specific

photodissociation [119, 120] and photoinduced conformations [121, 122]. However, studies

of conformer specific reaction pathways in the gas-phase are rather limited. Mega-electron-

volt ultrafast electron diffraction (MeV-UED) technique offers direct insight into structural

information, but is limited by the temporal resolution due to the coulomb repulsion between

electrons. In general, gas-phase studies of conformational isomers would strongly benefit

from techniques that are able to separate or distinguish isomers in dilute molecular beams.

One novel method that could be very useful in this regard involves spatially separating
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conformers in a molecular beam by deflecting them in an inhomogeneous electric field [123],

thus exploiting the difference in dipole moments of these isomers. However, this method

has difficulties in separating non-polar molecules.

Ion momentum imaging offers an alternative to spectroscopic and diffractive imaging

techniques for determining the structure of molecules and enables shot-by-shot structure

determination for single molecules when used in a multi-ion coincidence mode [124–126]. It

has been demonstrated using a number of different light sources including femtosecond lasers,

synchrotron radiation sources, and free-electron lasers in recent years [127–129], potentially

paving the way for femtosecond time-resolved experiments on conformational isomers. How-

ever, the first step is to demonstrate that ion momentum imaging can indeed distinguish the

conformational isomers, which coexist and can interconvert between each other. In order to

build our understanding and to demonstrate the technique, we start with relatively simple

molecules, namely, conformational isomers of 1,2-dibromoethane (C2H4Br2), also commonly

known as ethylene dibromide (EDB). EDB is present in high abundance in the stratosphere

and possess the ability to destroy the ozone layer in the atmosphere [130]. This makes

EDB a pressing target to study in future UV induced time-resolved studies. The ability to

distinguish conformational isomers of EDB can potentially be useful for studying conformer

specific UV photoexcitation dynamics of EDB.

EDB has two conformational isomer, namely, gauche and anti (see Fig. 4.2). These

conformers can interconvert between each other by the rotation around C-C bond. Figure 4.3

shows the Newman projection for each of the conformations and the transition state and

the relative energies between them [131]. The transition state where the two Br atoms are

close together has the highest energy.

Coincident ion-momentum imaging experiments on EDB were performed at beamline

10.0.1.3 of the Advanced Light Source (ALS) at the Lawrence Berkeley National Labora-

tory during the standard ALS multi-bunch top-off mode of operation. The details of the

experimental setup and light source are described in detail in chapter 2 and hence discussed
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Figure 4.3: Schematic of the conformations, the transition states and the relative energies
between them (Adapted from [131]).

very briefly here. The momentum imaging experiments were performed using a double-sided

VMI setup (ALS-DVMI, see section 2.3.2). 1,2-dibromoethane or EDB (purity > 99%) was

purchased commercially from Sigma Aldrich. EDB is liquid at room temperature and has

a vapor pressure of 11.7 Torr (at 25 °C). It was filled in a bubbler (∼10-15 ml), degassed

using several freeze-pump-thaw cycles, and inserted into the experimental chamber, which

is under ultra-high vacuum, using a supersonic expansion through a nozzle of 30 µm in di-

ameter. The vapor pressure of EDB was high enough to introduce it in the chamber without

using a carrier gas. The molecular beam is skimmed by using a 500 µm skimmer before it

interacts with the soft x-ray photons at the interaction region inside the VMI spectrometer.

4.2 Inner-shell photoionization of dibromoethane

When 1,2-dibromoethane (EDB) molecules are irradiated with photons of 140 eV energy,

the principal result is the ejection of an electron from the 3d shell of one of the bromine
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Figure 4.4: X-ray photoionization cross-section as a function of photon energy for differ-
ent shells in bromine. Vertical dashed line shows the photon energy (140 eV) used in the
experiment. The cross sections of Br(3d), Br(4p) and Br(4s) in atomic Br are 5.76 Mbarn,
0.15 Mbarn and 0.11 Mbarn respectively (Acquired from database [132]).

atoms. This is known as site-specific absorption and happens because the cross-section of

Br(3d) is much higher then that of the other valence shells. To specify, the cross sections of

Br(3d), Br(4p) and Br(4s) are 5.76 Mbarn, 0.15 Mbarn and 0.11 Mbarn respectively [132].

The variation of photoionization cross section with photon energy is shown in Fig. 4.4. It

is to be noted that the electrons from other deeper shells, i.e. 3p, 3s for Br, as well as

from carbon, C(1s), cannot be ionized at 140 eV since the binding energy of those are much

higher than the photon energy [133]. The binding energies of Br(3d3/2) and Br(3d5/2) are

70 eV and 69 eV respectively.

The dominant process upon photoionization at 140 eV photon energy is the removal of

an electron from Br(3d) shell with an estimated energy of ∼70 eV (Photon energy (140 eV)

- Br(3d) binding energy (70 eV)). This is followed by Auger relaxation process where one or

two secondary electrons are emitted post filling-up of the inner-shell (Br(3d)) by an electron
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Figure 4.5: Photoelectrons image after photoionization of EDB at 140 eV photon energy
using ALS-DVMI.

from outer shell. The electron emitted is known as Auger electron and it acquires the energy

via Coulomb interaction with the electron that fills the inner shell hole. It is to be noted

that the energy of Auger electron is not dependent on photon energy but only depends on

the energy difference between energy of initial electronic transition into the vacancy and

the ionization energy for the shell from which the Auger electron was ejected. Sometimes

two photoelectrons are emitted post filling up of inner shell and the process is called shake

off process [134–138]. Figure 4.5 shows the photoelectrons from EDB recorded using ALS-

DVMI (see section 2.3.2), post photoionization at 140 eV. The signal from Auger electrons,

photo electrons and valance electrons are marked. After the removal of multiple electrons

from the molecule, the highly charged EDB molecule breaks up into multiple fragment ions.

As we show in the following, after reconstructing the initial momentum for ionic fragments

in certain fragmentation channel, it is possible to gain insights about the initial geometry

of the molecule prior to fragmentation.
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Figure 4.6: Ion time-of-flight spectrum of 1,2-dibromoethane recorded after photoionization
at 140 eV photon energy.

After photoionization and removal of multiple electrons, EDB molecules fragment and

the ion time of flight (TOF) can be recorded for all the ionic fragments. Figure 4.6 shows the

ion TOF spectra of EDB post photoionization at 140 eV. The inset shows a zoomed-in view

of the spectral region including singly charged molecular bromine and the singly ionized

parent, EDB+. Peaks from background residual gas are marked with ’*’. The peaks marked

with ‘#’ are from secondary electrons created by ion impact on the mesh that terminates

the drift tube. These electrons are accelerated toward the MCP, where they are detected

at slightly shorter flight times than the corresponding ions. The spectrum displays many

peaks, indicating rich fragmentation into various ionic species along several pathways. The

parent ion (EDB+) has 3 peaks (inset in Figure 4.6) due to the two stable isotopes of Br, 79Br

and 81Br, with natural abundances of 50.7% and 49.3%, respectively. The yield of EDB+

is relatively low compared to those of fragments ion such as CH+, C2H
+
3 and Br+ since the

singly charged parent ion is almost exclusively produced by valence ionization, which has

a low cross section at this photon energy, as discussed before. We do not observe peaks

in the TOF spectrum corresponding to the parent dication (EDB2+) or trication (EDB3+),

suggesting that those are unstable and dissociate into several fragments on a timescale faster
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than the typical flight times of a few microseconds.

Figure 4.7: Photoion images of C2H
+
4 and 81Br+ for the coincidence channel C2H+

4 +
81Br+ + 81Br+. Also shown are the x and y projections.

As described in section 2.3.5, we can record the data corresponding to ions and electrons

in coincidence mode, and the events corresponding to breakup into certain fragmentation

channel can be selected by plotting PIPICO or TRIPICO maps. For the goal of determining

geometry, the coincidence channel C2H
+
4 + 81Br+ + 81Br+ is chosen. This is because the

geometries of gauche and anti conformers are such that the momentum gained in post

ionization by the ionic fragments 81Br+ and C2H
+
4 is expected to be very different for the

two geometries. The coincidence channel C2H
+
4 + Br+ + Br+ (with any combination of

isotopes) represents ∼ 60% of the total triple ion coincidence yield, and the C2H
+
4 + 81Br+

+ 81Br+ coincidence channel contains a quarter of those events. Figure 4.7 shows the position

map for C2H
+
4 and 81Br+ for the coincidence channel, C2H

+
4 + 81Br+ + 81Br+, along with

the projections on both the axis. Isotropic distribution in position can be seen for both the

fragments. For this coincidence channel, the positions and TOF for the selected subset of

data is used to calculate the initial momentum and kinetic energies (section 2.3.5). Insights
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about certain aspects of initial geometry and molecular fragmentation can be obtained by

plotting the momentum of the three ionic fragments as a Newton diagram. This is discussed

in the next section.

4.3 Visualization of initial geometry via Newton dia-

gram

Figure 4.8: An intuitive visualization of Newton plot for a molecule where all three bonds
break simultaneously and the momentum is acquired purely by Coulomb repulsion.

A Newton plot or Newton diagram allows an intuitive way of visualizing momentum

correlations [139]. The Newton plot is a two-dimensional map in which the relative momenta

of two of the fragments are plotted with respect to the momentum of the third fragment.

The momentum of the fragment relative to which the other two fragments are plotted is set

to unity and is plotted at x=1, while the momenta of the other two fragments are normalized

to the magnitude of this reference fragment’s momentum. Figure 4.8 shows a Newton plot

for a hypothetical molecule breaking up into three atoms with initial momentum ~p1, ~p2

and ~p3. If all the bonds break simultaneously and the momentum acquired by charged
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particles is purely by Coulomb repulsion, the Newton plot should look like the plot on right

side. It should be noted that the condition that all bonds break simultaneously is crucial,

and the effect it has on the Newton plot when the condition is not fulfilled is discussed in

section 4.5. The momenta P̃2 and P̃3 are the relative momenta with respect to the first

particle and the magnitude of the relative momentum can be calculated as, |P̃2| = |p2|/|p1|

and |P̃3| = |p3|/|p1|, while setting |P̃1| = 1. The direction can be obtained by calculating

the relative angle, cosθ12=
~p2. ~p1
|p2||p1| and cosθ13=

~p3. ~p1
|p3||p1| , while fixing the direction of P̃1 along

the x axis.

Another common method of for determining energy sharing between the ionic fragments

and sometimes geometrical interpretation, is the Dalitz plot [140]. These are discussed for

EDB in later sections.

4.4 Differentiating and quantifying gas-phase confor-

mational isomers of dibromoethane

In this section, we present our publication in The Journal of Physical Chemistry Letters [141]

about the identification and quantification of the conformer ratio in 1,2-dibromoethane

(C2H4Br2). In this work, we were able to demonstrate that coincident momentum imaging

is a sensitive tool to differentiate between anti and gauche conformers of 1,2-dibromoethane

(EDB, C2H4Br2) by analyzing the three-body fragmentation channel, C2H
+
4 + 81Br+ +

81Br+. The signatures observed in Newton plots are confirmed using Coulomb explosion

simulations (CES) for near-equilibrium geometries. The details regarding these simulations

are discussed in detail in Appendix A.

For the fragmentation channel C2H
+
4 + 81Br+ + 81Br+, the ionic fragments are formed

via sequential (bonds break in a stepwise manner) and concerted (bonds break simultane-

ously) fragmentation. Before quantifying the yield, sequential fragmentation needs to be

subtracted, which is done with native frames [142, 143], as discussed in section 4.5.
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Moreover, to establish the sensitivity of our method, the experiment is performed for dif-

ferent initial temperatures of the EDB molecules. The sample delivery system was heated to

change the ratio of gauche and anti conformer in the experiment. The experimental findings

are compared with the theoretical estimates of conformer ratio at different temperatures and

show a good agreement. If this method can be extended, it would be suitable to perform

time-resolved experiments, using lab-based HHG sources, to monitor the timescale of these

interconversion between conformational isomers. Furthurmore, it may also provide some

insights related to the intermediate structures which may form while transitioning from one

conformer to another.

80



Differentiating and Quantifying Gas-Phase Conformational Isomers
Using Coulomb Explosion Imaging
Shashank Pathak,* Razib Obaid, Surjendu Bhattacharyya, Johannes Bürger, Xiang Li, Jan Tross,
Travis Severt, Brandin Davis, Rene ́ C. Bilodeau, Carlos A. Trallero-Herrero, Artem Rudenko,
Nora Berrah, and Daniel Rolles*

Cite This: J. Phys. Chem. Lett. 2020, 11, 10205−10211 Read Online

ACCESS Metrics & More Article Recommendations *sı Supporting Information

ABSTRACT: Conformational isomerism plays a crucial role in defining the physical and chemical
properties and biological activity of molecules ranging from simple organic compounds to complex
biopolymers. However, it is often a significant challenge to differentiate and separate these isomers
experimentally as they can easily interconvert due to their low rotational energy barrier. Here, we
use the momentum correlation of fragment ions produced after inner-shell photoionization to
distinguish conformational isomers of 1,2-dibromoethane (C2H4Br2). We demonstrate that the
three-body breakup channel, C2H4

+ + Br+ + Br+, contains signatures of both sequential and
concerted breakup, which are decoupled to distinguish the geometries of two conformational
isomers and to quantify their relative abundance. The sensitivity of our method to quantify these
yields is established by measuring the relative abundance change with sample temperature, which agrees well with calculations. Our
study paves the way for using Coulomb explosion imaging to track subtle molecular structural changes.

Conformational isomers, or conformers, are defined as
molecules with the same chemical formula but different

geometrical structures, caused by rotation around a single
bond.1 Conformational isomerism is a common phenomenon
in a wide range of molecules from simple polyatomics to large
biomolecules and plays a crucial role, e.g., in their biological
activity and molecular recognition.2 Several neurological
diseases are known to be caused by altered protein
conformations.3 Consequently, conformational isomerism is
omnipresent in the present-day pharmaceutical industry and,
to a large extent, defines the activity of drug molecules.4

Conformations also dictate physical and chemical properties,
including photoabsorption. However, studying conformer-
specific properties, even for small molecules, represents a
major experimental challenge since they can interconvert. This
internal rotation of one conformer into another is extremely
prevalent even at room temperature because of the low
rotational energy barrier between different conformers, which
is usually a few kcal/mol.
Due to its ubiquity and fundamental nature, conformational

isomerism continues to be investigated in a variety of systems
using different experimental methods. In recent years, several
investigations have studied conformer-specific photodissocia-
tion5,6 and photoinduced conformations7 for unimolecular
reactions. Some of these studies not only have shown strong
conformation specific reaction yields but also have uncovered
disagreement with predictions from statistical rate theory,8

which warrants further investigations on different systems. Gas-
phase studies of conformational isomers would strongly benefit
from techniques that are able to separate or distinguish isomers

in dilute molecular beams. One such method spatially
separates the conformers in a molecular beam by deflecting
them in an inhomogeneous electric field,9 thus exploiting the
difference in inherent dipole moments of the isomers.
However, this method has difficulties in separating nonpolar
molecules. Recently, the mega electronvolt ultrafast electron
diffraction (MeV-UED) technique was used to distinguish
transient conformational structures of photoexcited 1,2-
diiodotetrafluoroethane molecules.10

Another simple yet powerful technique for structure
determination in single molecules is Coulomb explosion
imaging11 (CEI) in a coincident ion momentum imaging
mode.12,13 Photon-induced CEI has been demonstrated using
different light sources including femtosecond lasers,14−19

synchrotron radiation sources,20,21 and free-electron lasers22

in recent years. Here, we show that CEI using coincident ion
momentum imaging is a suitable method to differentiate and
quantify conformational isomers and to study conformer
specific photoabsorption properties. Our experiment is
performed on 1,2-dibromoethane (C2H4Br2), also known as
ethylene dibromide (EDB). EDB is a simple organobromide
that is often scrutinized due to its environmental impact,23

which makes it a pressing target for light-induced studies. EDB
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is known to exist in both the anti and gauche conformations,
which are separated in this study using coincident ion
momentum imaging in combination with state-of-the-art
analysis techniques that allow structure determination on a
molecule-by-molecule level. Specifically, we consider the three-
body fragmentation of EDB after bromine 3d inner-shell
ionization at 140 eV photon energy (see Methods) and use the
momenta of three ionic fragments detected in coincidence to
determine the geometry of EDB prior to fragmentation. The
kinetic energies and the angular correlation between the ionic
fragments give a clear signature of two different geometries,
which are assigned to gauche and anti conformers of EDB
based on classical Coulomb explosion simulations (CES). To
test the sensitivity of our method, we analyze the change in the
ratio of the measured yield of these conformers with the
change in temperature of the sample. The results of the
experiment performed at three different temperatures agree
well with the theoretically expected change in the ratio of
gauche to anti conformers in the molecular beam.
The molecular structures of the gauche and anti conformers

of EDB are shown in Figure 1(a). The interconversion
happens by the rotation around the C−C bond. Figure 1(b)
shows a region of the triple-ion-coincidence spectrum near the
channel of interest for this study, C2H4

+ + Br+ + Br+. The time-
of-flight of the first detected light fragment ion (TOF1) is
shown on the x-axis, the sum of the times of flight of the
second and third heavier fragment ions (TOF2+TOF3) is
shown on the y-axis, while the color represents the yield of the
corresponding triple coincidence events. For breakup channels
where no further fragments with significant momentum are
produced, the triple-ion-coincidence plot shows sharp diagonal
lines due to momentum conservation during the breakup
process.

Each diagonal line corresponds to a specific three-body
fragmentation channel, whose relative yields are given in the
Supporting Information. For the present investigation, we
focus on the C2H4

+ + 81Br+ + 81Br+ coincidence channel as it is
well separated from other channels and gives a clear indication
of the geometry before fragmentation, as explained in the
following. The momenta and kinetic energies of the three
coincident ions are calculated from the time-of-flight and
detector hit position of each ion (see Supporting Information,
Section 1), and the results are shown in Figure 2(a) as a
Newton plot, which allows an intuitive visualization of the
momentum correlations.24 Here, the momentum of one of the
81Br+ ions is fixed to unity, and the normalized relative
momenta (magnitude and direction) of C2H4

+ and the other
81Br+ are plotted in the upper (y > 0) and lower (y < 0) half of
the plot, respectively. For the selected breakup channel, the
Newton plot shows two semicircular structures and several
local maxima (yellow spots) that partially overlap with the
semicircles. These features need to be understood and
deconvoluted to separate the contribution from gauche and
anti conformers. Semicircular structures in a Newton plot are
typically a consequence of a sequential breakup,25 while the
local maxima are due to concerted (synchronous) breakup of
EDB subsequent to photoionization. Eqs 1 and 2 show
examples of concerted and sequential breakup pathways that
contribute to the selected coincidence channel:

→ + ++ + + +C H Br C H Br Br (concerted/synchronous)2 4 2
3

2 4 (1)

→ + → + ++ + + + + +C H Br C H Br Br C H Br Br (sequential)2 4 2
3

2 4
2

2 4

(2)

The breakage of two molecular bonds in a trication is defined
as sequential if an intermediate dication (here: C2H4Br

2+) is

Figure 1. (a) Gauche and anti conformations of 1,2-dibromoethane (EDB, C2H4Br2). (b) Triple-ion-coincident time-of-flight spectrum for EDB
zoomed in near the channel of interest (marked by the black rectangle).

Figure 2. Newton plot (a) and kinetic energy distributions (b) of C2H4
+ (blue) and 81Br+ (orange) fragments and sum of the three ion kinetic

energies or KER (green) for the C2H4
+ + 81Br+ + 81Br+ coincidence channel. The Newton plot shows the normalized relative momenta of C2H4

+

and 81Br+ plotted with respect to the other 81Br+ (represented by the black arrow), whose momentum is fixed to unity in the positive X-direction.
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formed with a lifetime longer than its rotational period.26 The
semicircular ring in the Newton plot is thus a manifestation of
the rotation of the intermediate dication.
Figure 2(b) shows the kinetic energy distribution of

individual fragment ions and the kinetic energy release
(KER). The rather broad distribution in kinetic energies of
the fragments also suggests the presence of several contributing
channels, such as both concerted and sequential fragmentation,
as well as the presence of gauche and anti conformers. Only the
concerted breakup pathways can be used to extract the
molecular geometry using CEI,27 hence the sequential
pathways need to first be disentangled by further analysis.
For separating the concerted breakup events from the

sequential breakup events, we use the recently developed native
f rames method.28 To briefly summarize, the native frames
method takes advantage of the rotation of the intermediate
metastable molecular fragment produced during a sequential
breakup to distinguish sequential from concerted fragmenta-
tion. The main idea of the native frames method is to analyze
each fragmentation step in its respective center-of-mass
reference frame, i.e., its native frame, which we accomplish
using the conjugate momenta derived from Jacobi coordinates
associated with each fragmentation step (see Supporting
Information, Figure S3), and then, we identify sequential
fragmentation as a uniform angular distribution between the
conjugate momenta for each step, assuming that the
intermediate fragment (dication) is rotating in the fragmenta-
tion plane. By taking advantage of the uniform angular
distribution, we reconstruct parts of the distribution of
sequential breakup events masked by competing concerted
fragmentation, allowing us to separate the sequential and
concerted breakup distributions in any plot created from the
measured momenta. More details regarding the application of

the native frames analysis on EDB can be found in the
Supporting Information.
As the first step in the native frames method, Figure 3(a)

shows all three-body fragmentation events in the C2H4
+ +

81Br+ + 81Br+ breakup channel, plotted as a function of the
second-step kinetic energy release, KERC2H4

81
Br, and the angle

between the relative momenta describing each step of
sequential fragmentation with (C2H4

81Br)2+ as an intermediate
dication, θC2H4

81
Br,

81
Br. The second-step KER is obtained using

the relative momentum of the second step.28 In this
representation, the events in the vertical structure at
KERC2H4

81
Br ≈ 4 eV (shown by the black arrow), which are

uniformly distributed over all angles, stem from sequential
fragmentation. For further analysis, they can be subtracted, as
detailed in the Supporting Information, such that all following
plots contain only coincidence events from a concerted
breakup.
In order to identify and separate the contributions

corresponding to a concerted breakup of gauche and anti
conformers, which are partially overlapping in the Newton plot
(see Supporting Information, Figure S5), Figure 3(b) shows a
plot similar to Figure 3(a) but after subtraction of the
sequential events and by calculating the relative momenta for a
hypothetical sequential breakup with a (81Br 81Br)2+ inter-
mediate dication (see the Supporting Information). We can
clearly identify two different contributions and select each
contribution by gating on the regions of interest (ROI) shown
by the black rectangles. To verify this selection, the fragment
kinetic energies for the events selected in each of the two ROIs
in Figure 3(b) are plotted in Figure 3(c) and 3(d), which show
two distinctly different patterns. From Figure 3(c), it is
apparent that for the gauche conformer, the C2H4

+ fragment is

Figure 3. (a) All events in the C2H4
+ + 81Br+ + 81Br+ coincidence channel, plotted as a function of second-step KER (KERC2H4

81
Br) and angle

(θC2H4
81
Br,

81
Br) between the relative momenta describing each step of a sequential fragmentation with (C2H4

81Br)2+ as the intermediate dication (see
text). (b) Similar to panel (a) but after subtraction of sequential breakup events using the native frames method and plotted for a hypothetical
intermediate dication (81Br81Br)2+. The black rectangles show the ROIs chosen to separate anti and gauche conformers. (c), (d) Experimental
kinetic energy distributions (solid lines) for the fragments and total KER for gauche and anti conformers selected from panel (b) along with results
from Coulomb explosion simulations (CES, dashed lines) for both cases.

The Journal of Physical Chemistry Letters pubs.acs.org/JPCL Letter

https://dx.doi.org/10.1021/acs.jpclett.0c02959
J. Phys. Chem. Lett. 2020, 11, 10205−10211

10207



produced with higher kinetic energy as compared to the 81Br+

fragments since it is repelled by both 81Br+ fragments, which
are emitted in the same hemisphere. For the anti conformer
(Figure 3(d)), the kinetic energy of the C2H4

+ fragment is
smaller than that of the 81Br+ fragments since the C2H4

+

fragment is trapped in between the two 81Br+ fragments as they
impart their momenta onto the C2H4

+ fragment in almost
exactly opposite directions, a condition often referred to as
‘obstructed instantaneous explosion’.29

The dashed lines in Figure 3(c) and 3(d) show the results of
a Coulomb explosion simulation performed for concerted
breakup of both conformers. The simulation starts from the
equilibrium geometry of the neutral conformers and assumes
point charges at the positions of two bromine atoms and at the
center-of-mass (c.o.m.) of the third fragment (C2H4). For each
point charge, a small random variation of the position within a
sphere corresponding to a 5% change in one of the C−Br bond
lengths is chosen in order to account for small geometry
changes of the molecule prior to fragmentation, e.g., as a result
of vibrations in the neutral or ionic states, either due to the
initial temperature of the sample or due to vibrational
excitation during the ionization process. The trajectories
(and hence velocities and momenta) for 1000 such “near-
equilibrium” geometries for both conformations are calculated
by numerically solving the classical equations of motions
assuming pure Coulombic repulsive interaction between the
point charges (see Supporting Information, section 3). The
simulation results reproduce the overall observations in the
experimental data but overestimate the energies for each
fragment. Such overestimation of the kinetic energies is
common for simple CES and can indicate an increase of the
bond lengths prior to fragmentation, tricationic potential
energy surfaces that are not purely Coulombic, or a finite
internal energy stored in the fragments.30

Figure 4(a) and 4(c) show the Newton plots for the gauche
and anti conformers in the experiment, separated as described
above, while Figure 4(b) and 4(d) show the simulated Newton

plots obtained from the CES. The good agreement between
simulation and experimental results further confirms that the
separated events indeed correspond to the concerted breakup
events from different conformers. Therefore, the ratio of gauche
to anti conformers can simply be determined from the
respective yields in the ROIs in Figure 3(b), and we can, in
the following, investigate the change in the conformer ratio as a
function of sample temperature.
Conformational isomers often coexist in a dynamic

equilibrium, with the conformer ratio being determined by
temperature of the system and the difference in free energies of
the conformers. This can be expressed as31

Δ = −G RT Kln( ) (3)

where ΔG is the difference in the free energy of the two
conformers, R is the universal gas constant, T is the
temperature of the sample, and K is the equilibrium constant,
which, in the present case, corresponds to the ratio of gauche
and anti conformers. In order to verify the ability of our CEI
technique to quantify the conformer ratio and to test its
sensitivity, we recorded fragmentation data for EDB at three
different sample temperatures while keeping all other
experimental parameters constant. The three different temper-
atures, measured at the molecular beam nozzle, were T1 = 20
°C (i.e., without heating), T2 = 60 °C, and T3 = 95 °C. The
theoretical estimate of the gauche to anti ratio for EDB can be
calculated using eq 3. For the equilibrium, anti ⇌ gauche, the
degrees of freedom are the same between the reactant and
product. We thus assume ΔS = 0, which implies ΔG = ΔH,
where ΔH is the change in enthalpy and ΔS is the change in
entropy. To determine the energy barrier and enthalpy
difference between the gauche and anti conformers, quantum
chemical calculations were performed using the Gaussian
software package32 (see Methods). These values were then
used to calculate the expected ratio of gauche to anti conformer
for different temperatures using eq 3. Here, our assumption is
that the vibrational degrees of freedom do not cool
significantly during the molecular beam expansion in the
nozzle of the target preparation chamber, which has been
reported for small molecules.33 To the best of our knowledge,
this has not been studied for complex molecules such as
dibromoethane. This allows us to consider the sample
temperature to be equal to the nozzle temperature.
Figure 5(a) shows the coincident ion yield of the experiment

attributed to gauche and anti conformers for the three
temperatures. The yield of the gauche conformer clearly
increases at higher temperatures, while the yield of the anti
conformer decreases. This is expected since more molecules
can cross the rotational energy barrier between anti and gauche
conformers at higher temperatures. Figure 5(b) shows the
resulting gauche to anti ratio obtained from the experiment
compared to the theoretical values (shown in blue) obtained
using eq 3. The error bars on the experimental data show the
statistical error. The blue band around the theoretical curve
shows the variation in the theoretical value corresponding to
an uncertainty of the absolute temperature of ±10 °C in order
to visualize the uncertainty in the ratio, e.g., due to possible
differences between the thermocouple readings and the actual
temperature of the sample. The experimental and theoretical
values are in good agreement except at room temperature,
where the experiment yields a larger amount of the gauche
conformer than predicted by theory. We attribute this to the
very small contribution (in absolute numbers) of gauche

Figure 4. (a), (b) Newton plots from experimental data and CES for
the gauche conformer. (c), (d) Newton plots from experimental data
and CES for the anti conformer.
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conformers at room temperature, which makes the value for
the ion yield from gauche conformers more susceptible to small
contributions from “background” counts that may not be fully
discriminated (see Figure 3(b)). Furthermore, we note that the
overall good agreement between experiment and theory
suggests that the triple ionization and dissociation probability
into the channel of interest is the same for each conformer,
which is reasonable for inner-shell ionization but may be
different, e.g., for strong-field ionization.
In conclusion, we have demonstrated that we can distinguish

and quantify the yields of the conformational isomers of EDB,
which coexist in a dynamic equilibrium and are separated by an
extremely small energy difference (∼0.1 eV). Specifically, our
methodology can distinguish between anti and gauche
conformers of EDB by selecting triple ion coincidences
combined with a detailed analysis of the different fragmenta-
tion pathways using Newton plots and fragment kinetic
energies combined with the novel native frames analysis
technique. Our measurements performed at different sample
temperatures indicate that our technique is sensitive to subtle
change in the conformer ratio and in good agreement with
theoretical calculations. This level of sensitivity of the CEI
technique is crucial for future molecular dynamics studies, such
as time-resolved experiments studying the interconversion of
conformers, where the quantitative determination of small
changes in conformer population is essential.

■ METHODS
The experiment was performed at beamline 10.0.1.3 of the
Advanced Light Source (ALS) at the Lawrence Berkeley
National Laboratory. Fragment ions and electrons were
measured in coincidence using a double-sided velocity map
imaging (VMI) spectrometer. The VMI spectrometer and data
collection has been described elsewhere in detail.34 EDB was
introduced into the ultrahigh vacuum experimental chamber,

using a supersonic expansion through a nozzle of 30 μm in
diameter. The molecular beam is skimmed by using a 500 μm
skimmer before it interacts with the soft X-ray photons at the
interaction region inside the VMI spectrometer. The experi-
ment was performed at a photon energy of 140 eV
(bandwidth: 15 meV), which is above the 3d photoionization
threshold (∼77.5 eV) of Br and near the (broad) peak of the
3d giant resonance found in Br-containing molecules.35 As the
resonantly enhanced Br 3d photoionization cross section
dominates the total cross section at this photon energy,
photoionization occurs predominantly by removal of a 3d
inner-shell electron, followed by an Auger process that emits
one or two further electrons. As the multiply charged EDB
molecule dissociates into fragment ion, the time-of-flight and
position of all the ionic fragments are recorded, which are then
used to calculate the three-dimensional momenta and kinetic
energies for each ion recorded in coincidence.34

Quantum chemical calculations were performed for
calculating the enthalpy difference between the conformers.
Both conformer structures were initially optimized at the
ωB97X-D level of theory36 using the 6-31G basis set to
estimate the electronic energies. The energies were verified
against different choices of basis sets. The highest methodology
used was MP2, and the largest basis set used was aug-cc-pVDZ,
which gave an enthalpy difference between the gauche and anti
conformers of ΔH = 0.086 eV (1.985 kcal/mol), after zero-
point energy correction. Our calculations also match with
previous work37 where the computations were performed at
the MP2/6-311++G(d, p) level of theory and yielded a value
of 0.091 eV (2.099 kcal/mol). These values are approximately
15% higher than the experimentally determined value of 1.68
kcal/mol found by infrared absorption measurements
performed in a gas cell.38 We note that the gauche conformer
exists as gauche+ and gauche−, which are mirror images of one
another and have the same enthalpy. For the theoretical
calculation, they are considered as two separate dynamic
equilibria with the anti conformer. Since the CEI technique
cannot distinguish between gauche+ and gauche−, we therefore
multiply the theoretically calculated gauche to anti ratio by a
factor of 2 to account for the two types of the gauche
conformer.
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4.5 Native frames analysis for separating sequential

and concerted breakup events post photoioniza-

tion of dibromoethane

To gain insights about the geometry of molecules from 3-body fragmentation, we rely on

concerted breakup events. However, as discussed in the previous section, the coincidence

channel C2H
+
4 + 81Br+ + 81Br+ has a fair contribution from sequential fragmentation.

This section describes the details of the method adopted to separate the contribution of

sequential and concerted breakup pathways. Parts of this section are adapted from the

supporting information [144] of the publication shown in the last section.

Figure 4.9: A schematic representation of the relative angle and momenta for a generic
3-body sequential breakup. The black arrow and red arrow represent the first and second
step, respectively (Adapted from [144]).

One of the main ideas of the native frames method [142, 143] is to analyze each frag-

mentation step in its respective center-of-mass (c.o.m.) frame, i.e. its native frame. This is

accomplished by using the conjugate momenta derived from Jacobi coordinates associated

with each fragmentation step. To be specific, for a sequential breakup of type ABC3+ →

AB2+ + C+ as a first step, and AB2+ → A+ + B+ as second step, the first step is analyzed
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in the c.o.m. frame of ABC3+, and the second step is analyzed in the c.o.m. frame of AB2+.

If the intermediate fragment AB2+ rotates with a lifetime longer than its rotation period

and in the final fragmentation plane, a uniform distribution of the angle θAB,C is expected,

where θAB,C is the relative direction of the unimolecular dissociation of AB2+ with respect

to the emission direction of C+ (as shown in Fig 4.9). In Fig. 4.9, the red arrow represent the

second step breakup and the black arrow represents first step breakup. From the analysis

in the native frames, we can also calculate the kinetic energy release (KER) of the second

step, denoted by KERAB. KERAB frequently helps in identifying metastable states of the

intermediate fragment [142]. The second step KER (KERAB) is defined as,

KERAB =
p2AB

2µAB

(4.1)

where pAB is the relative momentum and µAB is the reduced mass of A+ and B+ frag-

ments. In the next step, all 3-body fragmentation events in the channel A+ + B+ + C+

are plotted as a function of KERAB and θAB,C . In this plot, the sequential fragmentation

proceeding through the AB2+ intermediate can be clearly identified as a uniform angular

distribution in the angle θAB,C . This process is then repeated for different intermediate

fragments (e.g. BC2+ or AC2+) to identify events corresponding to sequential breakup with

those intermediates.

Figure 4.10 shows the results of the native frames analysis for the case of the C2H
+
4 +

81Br+ + 81Br+ fragmentation channel in EDB. All 3-body fragmentation events in the C2H
+
4

+ 81Br+ + 81Br+ breakup channel are plotted as a function of KERAB and θAB,C where AB2+

and C+ are the ions formed in the first step of sequential fragmentation. Figure 4.10(a)

shows the plot for the intermediate AB = (C2H4
81Br)2+ and C = 81Br+. The uniform

distribution in angle θAB,C can be clearly seen (highlighted by the white arrow), which

corresponds to the sequential events with the intermediate (C2H4
81Br)2+. Other features in

this plot correspond to concerted breakup and sequential breakup via different intermediates.

Figure 4.10(b) shows the same data plotted for the intermediate AB = (81Br81Br)2+ and C
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Figure 4.10: Total events in the 3-body coincidence channel, C2H
+
4 + 81Br+ + 81Br+,

plotted as a function of KERAB and θAB,C for two different choices of AB: (a) AB =
(C2H4

81Br)2+, C = 81Br+, (b) AB = (81Br81Br)2+, C C2H
+
4 (Adapted from [144]).

= C2H
+
4 . One can easily conclude given the geometry of the molecule that the intermediate

chosen in this case is very unlikely to be the intermediate in a sequential breakup since

the two bromine atoms are not directly bonded to each other. As expected, the plot does

not show a uniform distribution over all angles, indicating no contribution from sequential

fragmentation with a (81Br81Br)2+ intermediate. Nevertheless, Fig. 4.10(b) is useful for

separating the contributions from anti and gauche concerted breakup events, which can be

seen as two clearly separate spots in this representation and each of which can thus be easily

selected using a rectangular region-of-interest (ROI) (discussed in section 4.4).

To subtract the sequential breakup events in order to retrieve the concerted breakup yield

for anti and gauche conformers, the native frames method exploits the uniform distribution
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Figure 4.11: Generated uniformly distributed sequential events (a) KERAB vs θAB,C plot
showing the uniformly distributed sequential events and the region of interest (ROI) used for
generating the events (red for reconstructing equivalent events and black for reconstructing
dips), (b) Projection of generated events onto theta.

of events over θAB,C in the KERAB vs θAB,C plot. We choose only that part of the data

in Fig. 4.10(a) where the events from the sequential breakup are clearly separated from

the other contributions (in this case, we chose the range of θAB,C = [10,30]). Additional

events for the remaining θAB,C range are then generated by duplicating the data from the

chosen range and randomly assigning a value for θAB,C to each event. We thus generate a

uniform distribution of events in θAB,C while preserving the statistical fluctuations in the

data. This is shown in Fig. 4.11(a) and (b). The red box shown in panel (a) corresponds

to the events chosen for generating the uniform distribution, while the black box represents

the “dip” which is replicated for angles close to 180 degrees [143]. Panel (b) shows the

projection onto angle θAB,C . The generated data is then subtracted from the distribution

of events in Fig. 4.10(a) in order to separate out the distribution of concerted events in the

region where they strongly overlap with sequential events. Figures 4.10(c) and (d) show

the resulting plots after subtracting the sequential breakup events from panels 4.10(a) and

(b). Some of the weak structures which appear after subtraction are due to the “leftover”

sequential events which are not statistically significant, which is verified by integrating the
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yield around the weaker structures.

The concerted breakup distributions can also be plotted as Newton plots to verify the

procedure. Figure 4.12(a) shows all events in the C2H
+
4 + 81Br+ + 81Br+ breakup channel.

Figure 4.12(b)and (c) show the resulting Newton plots containing only the sequential events

(generated using the native frames method) with 81Br+ emitted in the first step and the

(C2H4
81Br)2+ intermediate breaking up as a second step. As discussed in section 4.4, the

semi-circular ring in Fig. 4.12(b) is a signature of the intermediate fragment (C2H4
81Br)2+

rotating with respect to the 81Br+ fragment (represented by the black arrow), which is

emitted in the first step of the sequential breakup. The difference between Fig. 4.12(b)

and (c) is that the former is plotted using those 81Br+ as reference ions that are emitted in

the first step of the sequential breakup (as identified by the native frames method), while

the latter is plotted with those 81Br+ as a reference that are emitted in second step of

sequential breakup. Figure 4.12(d) shows only the “concerted” events, after subtracting the

“sequential” events generated using the native frames method.

Another representation which is often used to identify sequential and concerted frag-

mentation pathways, and also highlights the energy sharing between the fragments, is the

Dalitz plot [140, 143, 145]. These representation are also often used in the interpretation

of molecular geometries prior to dissociation. For the coincidence channel, C2H
+
4 + 81Br+

+ 81Br+, the Dalitz plot shown in Fig. 4.13 is generated by plotting the fraction of energy

carried by the C2H
+
4 ion along the y-axis and the difference in the fraction of energy be-

tween the two 81Br+ ions along the x-axis. Figure 4.13(a) shows all events in the coincidence

channel. The symbols ε1, ε2 and ε3 in x and y axis labels represents kinetic energy of C2H
+
4 ,

81Br+ and 81Br+ divided by the total kinetic energy release. Figures 4.13(b) and (c) show

the sequential breakup events with the intermediate (C2H4
81Br)2+ (separated by using Na-

tive frames method). This unique signature with a linear distribution is a key feature of

sequential fragmentation observed in previous experiments [145–148]. Figure 4.13(d) shows

“only concerted events” obtained by subtracting panel (b) and (c) from panel (a). It can
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Figure 4.12: Newton plots showing the normalized relative momenta of each fragment in
the 3-body coincidence channel C2H+

4 + 81Br+ + 81Br+, with one of the 81Br+ fragments
chosen as the reference ion plotted along the X axis, the C2H

+
4 fragment in the upper half

of the plot, and the other 81Br+ fragment in the lower half. (a) All events, (b) Sequential
breakup channel with (C2H4

81Br)2+ as an intermediate. The events are generated via the
native frames method (see text). (c) Sequential breakup channel with (C2H4

81Br)2+ as an
intermediate, plotted for the incorrect breakup sequence. (d) Concerted breakup channel,
obtained by subtracting the events in panel (b) and (c) from all events.
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Figure 4.13: Dalitz plot for the events in coincidence channel, C2H
+
4 + 81Br+ + 81Br+.

The x-axis shows the difference in the fraction of energy between the two 81Br+ ions and
y-axis shows the fraction of energy carried by the C2H+

4 . (a) All events (b),(c) sequential
breakup events with the intermediate (C2H4

81Br)2+ (d) Concerted events.

be seen that the distribution is centered around zero on the x axis as both the 81Br+ ions

are emitted with similar energies.
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Figure 4.14: Dalitz plots for the concerted events in coincidence channel C2H+
4 + 81Br+ +

81Br+. The x axis shows the difference in the fraction of energy between the two 81Br+ ions
and the y axis shows the fraction of energy carried by the C2H

+
4 . (a) Anti conformer, (b)

Coulomb simulation results for the 1000 near-equilibrium geometries of anti conformer, (c)
Gauche conformer, (d) Coulomb simulation results for the 1000 near-equilibrium geometries
of gauche conformer.

4.6 Exploring differences in experimental signatures

for gauche and anti conformers

In section 4.4, the methodology chosen to disentangle contributions from gauche and anti

conformers, and the differences in the features in Newton plots and kinetic energies of
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fragments for gauche and anti conformers was discussed. In this section, we will discuss

how fragmentation of gauche and anti conformers of EDB can lead to different features in

Dalitz plots, Br-Br angular distributions, and energy sharing between the Br fragments.

After retrieving concerted breakup events by subtracting sequential breakup events, the

contribution from gauche and anti conformers is found by selecting those events from the

KERAB vs θAB,C plot, with intermediate AB = (81Br81Br)2+ (see section 4.4). Figure 4.14 (a)

and (c) show these events plotted in Dalitz plots for anti and gauche conformers, respectively.

It can be seen that the mean value of the y coordinate is higher for gauche conformers than

for anti conformers. Since the y coordinate in our notation of Dalitz plots represents the

fraction of kinetic energy acquired by C2H
+
4 , it is expected to be higher for the gauche

conformer based on geometry. In other words, C2H
+
4 acquires higher momentum from a

gauche conformer than from an anti conformer when the molecular ion fragments.

Figure 4.15: Angle between two 81Br+ ions for all events in coincidence channel, C2H
+
4 +

81Br+ + 81Br+.

To verify the experimental results simple coulomb simulations were performed for 1000

near-equilibrium geometries for both gauche and anti conformers. The equations of motion

were solved for the free motion of 3 point charges starting at the equilibrium positions

of the ionic fragments in the parent molecule. The details related to the simulations are

summarized in appendix A. Figure 4.14 (b) and (b) show the simulation results for anti and
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gauche conformers, respectively. The results match very well with the experimental results.

The broad distribution in experimental data is attributed to lower momentum resolution

and background due to false coincidence events.

In some of the previous works [126, 129], the method adopted to distinguish between

different isomers was to identify the signatures in the angle between different ionic frag-

ments. However, if the yield of one of the two isomers is very small then it may be difficult

to distinguish them. In such cases, the current method could be more suitable to differen-

tiate these isomers. Figure 4.15 shows the angle between two 81Br+ ions for all events in

coincidence channel, C2H
+
4 + 81Br+ + 81Br+. It can be seen that most of the events show

back-to-back emission of the two 81Br+ ions, which corresponds to anti conformer.

Figure 4.16: Experimental and simulated cosine of angle between two 81Br+ ions for con-
certed breakup events in coincidence channel C2H

+
4 + 81Br+ + 81Br+. (a) anti conformer,

(b) gauche conformer.

Figure 4.16 shows the experimental and simulated cosine of angle between two 81Br+

ions for concerted breakup events for gauche and anti conformers. The experimental and

simulated results agree well, except for a very narrow distribution in the simulated results for

the gauche conformers. This could be due to the model not being able to capture dominant

vibrational modes of the molecule (see appendix A).

Another useful method for visualizing possible breakup pathways is the energy sharing
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Figure 4.17: Experimental and simulated energy sharing plot for the two 81Br+ ions show-
ing different features corresponding to gauche and anti conformers from concerted breakup.
Also shown in the experimental plot (on left) the contribution from sequential breakup events.

Figure 4.18: Experimental and simulated plot for the two 81Br+ ions showing the two-
dimensional histogram of sum of kinetic energies of the 81Br+ ions and the cosine of angle
between them.
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plot for the two 81Br+ ions. This is shown in Figure 4.17. The experimental plot shown on

the left is labeled with the breakup events corresponding to gauche and anti conformers. It

can be seen that for the anti conformer both the 81Br+ ions are ejected with higher energies

than for the gauche conformer. The simulated results agree well but cannot fully capture

the spread in the distribution.

Figure 4.18 shows the two-dimensional histogram of the sum of kinetic energies of the

81Br+ ions and the cosine of the angle between them. This type of representation is also

often useful in separating different geometries. The simulation results shown in right panel

agree well with the experimental data considering that the simulations are performed on

the ground state geometries and that the dicationic and tricationic geometries are not con-

sidered.

The several different plots shown in this section also highlights the strength of the coin-

cidence momentum imaging method, where contributions from different molecular species

or processes can be distinguished in one of the several representations.

4.7 Summary and outlook

In this chapter, we discussed the results of coincidence ion momentum imaging experiments

for distinguishing conformational isomers. Specifically, we were able to distinguish and

quantify the yield of two conformational isomers of 1,2-dibromoethane, namely gauche and

anti. These conformational isomers only slightly differ in the geometry (by a rotation around

a single bond) and co-exist in a fixed ratio at a fixed temperature. With this technique, it

is also possible to measure the small change in ratio of these isomers with temperature.

To obtain the insights about the geometry prior to fragmentation, the concerted breakup

events were disentangled from sequential breakup events using the native frames method.

The relative yield of events from the two conformers determines the relative concentration

of the gauche and anti conformers. In addition, the ratio of gauche and anti conformers was
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measured for different sample temperatures. The expected change in ratio was confirmed

by the experimental results. Several visualization techniques such as Newton plots, Dalitz

plots and energy sharing plots were also discussed, as these representations can be useful to

distinguish different fragmentation channels and pathways depending upon the molecular

geometry and breakup pattern.

Future experiments such as time-resolved experiments may benefit from the ability of co-

incidence momentum imaging to track these subtle molecular changes for certain molecules.

For time-resolved experiments, the probe pulse can be from a synchrotron, a free-electron

laser, a high-harmonic source or a femtosecond NIR laser. The ratio of sequential frag-

mentation to concerted fragmentation may increase with the time it takes to charge-up

the molecules to highly charged states. Hence, high-photon energy, high photon flux and

shorter temporal duration may be good probe parameters for a coincidence ion momentum

imaging experiment for gaining information related to geometry. Time-resolved experiments

are planned in future on 1,2-dibromoethane and other systems to study the time scales of

interconversion between these conformers.

Figure 4.19: Kinetic energy release (KER) for different two-body fragmentation channels
post photoionization of Thiane at 220 eV (a) Channels without hydrogen migration, (b)
Channels with hydrogen migration.

Coincidence momentum imaging is also used to obtain insights about another simple
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isomerism called hydrogen migration, where hydrogen moves from one site to another within

the molecule. Multiple photofragmentation studies have shown [113, 149–151] that studying

different coincidence channel yield and kinetic energy release (KER) gives detailed insights

related to hydrogen migration in simple molecules. One such study is to understand the

hydrogen migration in the ring molecule thiane (C5H10S) after photoionization by 220 eV

photons. It is observed that the hydrogen migrated 2-body fragmentation channels (for

example, CH+
3 + C4H7S

+) always have higher yield than non-hydrogen-migrated channels

(CH+
2 + C4H8S

+). Figure 4.19 shows the KER for different two-body fragmentation channels

post photoionization of Thiane at 220 eV. It can be seen that the hydrogen migrated channels

have different KER spectra while all the non-hydrogen-migrated channels show very similar

KER spectra. Detailed analysis related to these features are planned in future, which might

reveal the pathways for the hydrogen migration.

With the everyday advancements in temporal and energy resolution of various light

sources, there are tremendous opportunities to explore structural dynamics using coincidence

momentum imaging. In addition to the great opportunities there are several challenges as

well, such as differentiating the molecular structures when no concerted breakup occurs or

extracting signatures of molecules from a pool of similar looking photoproducts. Further

research in this direction would shed light on the possible ways to overcome these issues.
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Chapter 5

Understanding molecular

fragmentation and ionization using

photoelectron-photoion coincidences

In addition to ions, electrons also possess a wealth of information regarding nuclear dynamics

in atoms and molecules. In this chapter, the photoelectron-photoion coincidence (PEPICO)

technique is used for studying reaction dynamics and dissociation pathways. Experimental

results on thiophenone and furan are discussed, which are obtained by incorporating the

PEPICO technique using a synchrotron and a lab-based XUV source.

5.1 Background and motivation

The excitation of the core electrons by x-ray radiation can be site-specific [152–154], mean-

ing that specific atomic species or elements at different molecular sites can be photoion-

ized. Chapter 4 (section 4.2) discusses the site-specific ionization from Br(3d) in the 1,2-

dibromoethane molecule. Site-specific studies in molecules are often benefited by the coin-

cident detection of the ionized photoelectrons, Auger electrons, and subsequent ionic frag-
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ments that can help infer the dissociation pathways and internal energy of ionic fragments.

Figure 5.1 shows the schematic of the relationship between electron kinetic energy and ion

internal energy. After the absorption of a photon with energy (hν) higher than the ion-

ization energy (IE) of the molecule, the ion internal energy can be written as Eint = hν -

IE - Ee + Ethermal, where Ee is the electron energy and Ethermal is the thermal energy of a

neutral molecule.

Figure 5.1: Schematic showing the relationship between electron kinetic energy and ion
internal energy (Adapted from [155]).

Recently, ion-electron coincidence measurements have been used to correlate Auger final

states with the fragmentation and isomerization channels. One such example is the study

by Bolognesi et al. [156], where it is shown that in the 2Br-pyrimidine molecule, preferential

production of specific ionic fragments is possible. The probability of formation is dependent

on the population of singly-charged valence or inner-valence electronic states. Another study

from Kukk et al. [157] studied internal energy dependence in x-ray induced fragmentation

of thiophene using PEPICO. This study also shows that the probabilities of several disso-

ciating channels are extremely sensitive to the internal energy of the molecule after photo-

absorption at 191 eV. Moreover, combining experimental data with theoretical simulations

(the self-consistent-charge density-functional tight-binding (SCC-DFTB) method [157]), the
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branching ratios of ring-opening isomerization, hydrogen migration, and ring-fragmentation

channels are determined. Based on these and other related studies [158–160], the PEPICO

technique may also be used to study structural dynamics in complex molecules.

Apart from inner-shell ionization, a few other PEPICO studies [161–163] are also per-

formed using soft x-ray/XUV radiation, probing inner-valence electrons. In particular,

Lafosse et al. [161] have determined velocity correlations in dissociative photoionization

of NO molecules. This study’s electron and ion kinetic energy correlations reveal three

dissociation limits or reaction paths and their branching ratios.

The studies mentioned above show that the PEPICO method could be useful for gaining

information related to reaction pathways in both XUV and x-ray photoionization regimes.

Both the ALS-DVMI (see section 2.3.2) and KAMP apparatuses (see section 2.3.1) are

capable of measuring ions and electrons in coincidence. In the next two sections, results

are shown from the experiments performed using the PEPICO technique combined with the

ALS-DVMI and KAMP apparatuses.

5.2 PEPICO study of thiophenone after photoioniza-

tion at 23 eV

The motivation of this experiment was to disentangle different fragmentation pathways, us-

ing PEPICO, after valence/inner-valence ionization of 2(5H)-thiophenone (C4H4OS). The

experiment was performed at beamline 10.0.1.3 of the Advanced Light Source (ALS) syn-

chrotron situated in the Lawrence Berkeley National Laboratory during the standard ALS

multi-bunch top-off mode of operation. The PEPICO experiments were performed using a

double-sided VMI setup (ALS-DVMI, see section 2.3.2). The details of the experimental

setup and light source are described in detail in chapter 2. Thiophenone (purity ∼98%)

was commercially purchased from Sigma Aldrich. Thiophenone is a colorless (with a yellow

tint) liquid at room temperature and has a very low vapor pressure (<1 Torr at 25 °C).
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Figure 5.2: Time-of-flight (TOF) spectrum of thiophenone photoionized at 23 eV and
recorded using ALS-DVMI. The equilibrium geometry of thiophenone is also shown.

It was loaded into a bubbler (∼10-15 ml), degassed using several freeze-pump-thaw cycles,

and inserted into the experimental chamber, which is under ultra-high vacuum, using a

supersonic expansion through a nozzle 30 µm in diameter. Due to the low vapor pressure

of thiophenone, it isn’t easy to achieve the required target density in the interaction region

for recording data with a good signal-to-noise ratio. To overcome this, helium was used as

a carrier gas. Also, the sample delivery system was heated with a positive temperature gra-

dient from the bubbler to the nozzle in order to avoid any sample condensation. The nozzle

was kept at a temperature of 105 °C, and the bubbler was at 50 °C. The sample delivery

system was allowed to reach equilibrium temperature before recording data. The molecular

beam is skimmed using a 500 µm (diameter) skimmer before reaching the interaction region

inside the ALS-DVMI spectrometer.

Thiophenone molecules were ionized using a single XUV photon of 23 eV energy. This

was chosen to suppress the ionization signal from helium, which has an ionization energy

of 24.6 eV. Figure 5.2 shows the time-of-flight (TOF) spectrum for thiophenone ionized by

the 23 eV photon beam. The ionization from helium can be seen in the TOF spectrum.

One possible explanation could be that the photon energy of 23 eV is at the lower end
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Figure 5.3: Photoelectron position (raw and inverted) and energy spectrum of singly-charged
thiophenone molecule (C4H4OS+) after ionization with 23 eV photon energy. The quadrant
selected to replicate and circularize the raw image (see text) is shown in white dashed lines.

of the photon energy range available at beamline 10.0.1.3 [18]. This beamline has a large

contribution of second- and third-order photon energies besides the fundamental. These

high-energy photons can ionize helium atoms.

For this experiment, double ionization of thiophenone was not observed. This was also

confirmed by plotting the photoion-photoion coincidence (PIPICO) map, where no coin-

cidences are observed. The TOF spectrum also does not show a peak corresponding to

doubly-ionized thiophenone. Although the double ionization energy is not known for thio-

phenone, some studies on thiophene and related ring-molecules [164, 165] have measured the

double ionization energy to be above ∼ 25 eV. The double ionization energy of thiophenone

is assumed to be greater than 25 eV since it has a slightly higher single ionization energy

(∼ 9.6 eV) than thiophene (∼ 8.8 eV). In the absence of double ionization of thiophenone,

each ionization event produces only one charged fragment. Hence, the ionic fragment peaks

in the TOF spectrum can be selected to extract information about the electron energies for

that dissociation channel. In addition to ion TOF, the ion positions are also gated to reduce

the background in the photoelectron position spectrum.

Figure 5.3 shows the photoelectrons recorded in coincidence with singly-charged thio-
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Figure 5.4: Photoelectron position (raw and inverted) and energy spectrum obtained by
gating on different ionic fragments of thiophenone after ionization at 23 eV (a) H+, (b)
C2H

+
3 , (c) C3H

+
3 , (d) C3H3O+.
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phenone molecules (C4H4OS+). The photoelectron position spectrum recorded during the

experiment (raw position spectrum) shows some distortion due to the imperfect alignment

of the spectrometer w.r.t. the detector and/or the stray magnetic field leaking into the spec-

trometer. To get rid of this distortion, a circularization algorithm [166, 167] can be used on

the raw photoelectron position spectrum. Another method, which exploits the cylindrical

symmetry of the VMI detection, selects half or a quarter of the position image and replicates

it to complete the full image. Once the raw image is circularized, it can be used to generate

an Abel-inverted position image by using the inverse Abel transform (see section 2.3.5).

The inverted images shown in this section are generated by selecting a quadrant (second

quadrant) of the raw image and replicating it to obtain a complete image. After this, a

circularization algorithm is used to correct any remaining distortions, thereby generating a

circular image, which is then used to generate an Abel-inverted position image by using a

pBasex algorithm. The quadrant selected for replicating is marked in the raw image shown

in Fig. 5.3. This figure also shows the binding energy spectrum of photoelectrons detected

in coincidence with C4H4OS+. The binding energy is calculated by subtracting the pho-

toelectron energy (obtained from inverted photoelectron position image) from the photon

energy (23 eV).

The photoelectron position image and the binding energy spectrum can be plotted for

all the major fragments observed in the TOF spectrum. This is shown in Fig. 5.4 and 5.5.

It can be seen that the distribution of binding energy for the fragments ranges from 10 eV

to 20 eV. The general trend observed from experimental data shows that the photoelectrons

have higher kinetic energy (lower binding energy) for the heavier ionic fragments, although

the broad distribution in photoelectron energies can be seen for most of the ionic fragments

(or dissociation channels). In principle, based on binding energies, it is possible to assign a

dissociation pathway precisely to the location (orbital) of the removal of an electron. For

example, one can assign a dissociation channel to the removal of an electron from nS, nO or

πCC molecular orbitals, which correspond to a lone pair of sulfur, lone pair of oxygen, and
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Figure 5.5: Photoelectron position (raw and inverted) and energy spectrum obtained by
gating on different ionic fragments of thiophenone after ionization at 23 eV (a) CH3O

+, (b)
HCS+, (c) H2CS+, (d) C3HxS+ (x=3,4).
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Channel Mass (a.u.) Normalized yield Asymmetry parameter (β)
C4H4OS+ 100 0.93 0.9
C3H4S

+ 72 0.60 0.47
C3H3S

+ 71 0.81 0.32
C3H4O

+ 56 0.36 0.47
C3H3O

+ 55 0.49 0.32
H2CS+ 46 0.62 0.03
HCS+ 45 0.63 0.42
C3H

+
3 39 1 0.12

CH3O
+ 31 0.23 0.08

C2H
+
3 27 0.35 0.08

Table 5.1: Normalized yield (w.r.t C3H
+
3 ) and photoelectron asymmetry parameter (for

dominant signal) for major ionic channels after photoionization of thiophenone at 23 eV.

π orbital of a C-C bond. In reality, however, it can often be difficult to do this as different

excited cationic states are usually coupled. The wavepacket, after excitation into one of the

cationic states, can often cross over to another state.

Nevertheless, the channel-resolved electron data can help us in getting some valuable

insights. For the case of thiophenone, the binding energy distributions (Fig. 5.4 and 5.5)

are widely distributed for most of the channels. Apart from binding energies, asymmetry

parameter (β) can also be extracted from the inverted photoelectron images shown in Fig. 5.4

and 5.5. A brief description of the asymmetry parameter is given below.

The photoelectron angular distribution resulting from photoionization of state |i〉 by

linearly polarized photons leaving the ion in the state |j〉 is given by [168]-

dσij
dΩ

=
σij
4π

[1 + βijP2(cosθ)] (5.1)

where σij is the total photoionization cross-section for |j〉, βij is the asymmetry param-

eter, and θ is the angle between the polarization and photoelectron momentum vector. The

parameter β can be negative, positive, or zero. Positive values represent asymmetry along

the light polarization direction, while negative values represent asymmetry perpendicular
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to the polarization direction, and a value of zero represents isotropic distribution (i.e., no

asymmetry). The asymmetry parameter (for the dominant signal) is calculated for the pho-

toelectron spectra shown in Fig. 5.4 and 5.5 and the results are summarized in table 5.1.

From table 5.1, it can be seen that the channels leading to the formation of heavier ionic frag-

ments have higher anisotropy (larger asymmetry parameter). The photoelectrons detected

in coincidence with the parent thiophenone ion (C4H4OS+) have the highest anisotropy in

the light polarization direction and have an asymmetry parameter of β = 0.9.

To compare different dissociation channels, Fig. 5.6 shows the photoelectron energy

distributions (converted to binding energy) for major ionic fragments, normalized with the

relative yield of each channel. Also, shown in the dashed black line is the binding energy

spectrum for thiophenone measured by Chin et al. [68] using a helium discharge lamp (He

I, 25 meV spectral resolution). From the channel-resolved photoelectron energy spectrum

(Fig. 5.6(a)), we observe that - (i) the parent thiophenone ion (C4H4OS+) is formed by

the removal of an electron mainly from the nS or nO orbital (orbital assignments are taken

from [68]), (ii) C3H
+
3 , which is one of the dominant ionic fragments (see Fig. 5.2), is formed

via removal of an electron either from σCC , πCO or πCH2 orbitals (iii) C2H
+
3 , which has lower

photoelectron energy (higher binding energy) in comparison to C3H
+
3 , is formed via removal

of an electron mainly from a πCO or πCH2 orbital.

Figure 5.6(b) shows the sum of all channel-resolved electron spectra shown in Fig. 5.6(a).

Also, the spectra from Chin et al. [68] and the orbital assignment are plotted for comparison.

Since the measurement from Chin et al. [68] used a He I lamp with a resolution of 25 meV, the

peaks shown in the black dashed curve are well resolved as compared to the blue curve, where

the resolution was ∆E/E = 0.1. This resolution was obtained by fitting photoelectrons

detected in coincidence with the parent thiophenone ion (C4H4OS+). A detailed analysis on

the resolution of valence photoelectrons for ALS-DVMI is discussed in the study by Ablikim

et al. [29]. The peak positions corresponding to the removal of electrons from different

orbitals match well between the two experiments. The relative intensities for higher binding
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Figure 5.6: Channel-resolved photoelectron energy spectrum (converted to binding energy)
of thiophenone post ionization at 23 eV. The black dashed line is the photoelectron spectrum
measure by Chin et al. [68] (a) Photoelectron energy spectra for all major ionic channels
normalized w.r.t. relative yields, (b) All major channels from (a) summed together.

energies for the measurement from Chin et al. are likely suppressed due to the transmission

of the hemispherical analyzer, which is not the case for VMI photoelectron detection. For

ALS-DVMI, we expect the parent thiophenone ions to have a lower detection efficiency as

they hit the center of the MCP detector (due to the damage at the center of the ion MCP

detector). This could possibly explain the lower intensity of the photoelectron peak at low

binding energy in the sum electron spectrum.
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5.3 High-harmonic source coupled with KAMP appa-

ratus for PEPICO study of furan

In this section, the extreme ultraviolet (XUV) source combined with a double-sided VMI

(KAMP, discussed in section 2.3.1) and some of the preliminary results from the study in-

volving photoionization of a heterocyclic ring molecule (furan, C4H4O) is discussed. The

commissioning of the KAMP apparatus and combining it with the XUV source was a part

of this dissertation and the dissertation by Seyyed Javad Robatjazi [14], Kansas State Uni-

versity. In this section, some of the salient features and capabilities of this setup and the

photoionization results from furan are described. Some of the first experiments using this

setup to study atoms and small molecules (such as Xe, CO2, methanol, and ethanol) using

the PEPICO technique are described in this dissertation [14].

5.3.1 High-harmonic generation and the semi-classical three-step

model

High-harmonic generation (HHG) is the process used for generating sub-femtosecond and

highly coherent (both spatial and temporal) light ranging from XUV to x-ray wavelengths [169–

173]. XUV and x-ray photon wavelengths are achieved by converting the central wavelength

of the laser beam (λ) into its higher harmonics (λ/n, n = odd number) [174]. It is possible

to generate high harmonics using gaseous, solid, and liquid samples. HHG sources are also

compact and tabletop sources. This is of significant advantage compared to many other

XUV and x-ray sources such as synchrotrons and free-electron lasers (FEL). HHG sources

are capable of producing attosecond pulses [169], which is extremely useful in studying elec-

tron dynamics in molecules (see chapter 1). Such capability was demonstrated for a FEL

recently [175, 176] and is available at very few FEL facilities around the world. While HHG

sources offer some advantages over synchrotrons and FELs, they have lower photon flux

(due to low conversion efficiency) and lack energy tunability, both of which can be achieved
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at synchrotrons and FELs relatively easily.

The harmonic spectrum generated using HHG is characterized by a plateau and a sharp

cut-off [177, 178]. The cut-off energy for high-harmonics generated from a gas target of

ionization energy, Ip, is given by-

Emax = Ip + 3.17Up (5.2)

where Up = I/4ω2 is the ponderomotive energy, I is the input laser intensity, and ω is

the frequency.

The three-step model (TSM) provides an intuitive as well as quantitative explanation

for the HHG process [177–179]. The first step in this model is ionization. In this step, in the

presence of an intense laser field, the electron tunnels through the potential barrier created

by the laser electric field. In this model, the ionization is approximated by tunneling, which

determines the ionization probability. In the second step, the liberated electron gains kinetic

energy (∼50-1000 eV) [169] in the presence of the laser’s field. As the field flips its sign,

the electron is accelerated back toward the ion. If the electron recombines with the ion,

it emits a high-energy photon due to the additional energy acquired by the electron in the

acceleration process. With a certain probability, the electron can also re-scatter from the

parent ion. The recombination process makes the third step of the TSM.

5.3.2 XUV generation using extreme ultraviolet ultrafast source

The XUV source used in this dissertation, eXtreme Ultraviolet Ultrafast Source (XUUS),

is a commercial XUV source, designed by KM labs [180]. It is a fiber-based XUV source

where an intense laser beam focuses on a hollow-core fiber, filled with a noble gas such as

argon or neon. The gas pressure inside the fiber can be precisely controlled using a flow

control unit and is usually set between 20-80 Torr. XUV photons with energies ranging from

20 eV to 100 eV can be generated. However, higher photon energies are very sensitive to the
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Figure 5.7: Schematic of a fiber-based XUV source, XUUS. Also shown is the XUV-IR
separator module, filters for selecting XUV photon energies and a toroidal mirror for focusing
the XUV beam.

in-coupling laser beam parameters. Small (a few percent) changes in the intensity and the

divergence of the laser beam could significantly deteriorate the yield of high-energy photons

(> ∼50 eV). Moreover, a large spatial drift can also damage the fiber. To compensate for

the spatial drift of the coupling laser beam, a beam stabilization unit (Aligna/Beamlock 4D

from TEM Messtechnik) was installed consisting of position-sensitive diodes and actuating

mirrors, which compensate for the spatial drift.

Figure 5.7 shows the schematic of the XUUS setup and the hollow-core fiber which sits

inside the XUUS box. The hollow-core fiber has an inner diameter of 150 µm. The coupling

laser beam is focused inside a hollow-core fiber, which is filled with a noble gas. As the

intense laser beam interacts with the gas atoms, XUV radiation is generated. These high-

energy XUV photons can be easily absorbed by most of the gases present in the atmosphere.

Hence, for the propagation of the XUV beam, the XUV beamline is kept under vacuum

(∼10−7 Torr). After the XUV is generated, it is separated from the NIR beam using an

XUV-IR separator. The XUV-IR separator is coated with a ZrO2 coating and is placed

at 12.5 degrees w.r.t. the incident beam. It reflects the XUV beam and transmits most
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Figure 5.8: Filter transmission and mirror reflection curves for XUV (a) Filter transmis-
sion curves for germanium (Ge), tin (Sn), aluminium (Al), and zirconium (Zr) filters. The
thickness of each fiter is 200 nm. (b) XUV reflection for toroidal mirror (Ni, 4 degree inci-
dence) and XUV-IR separator (ZrO2, 12.5 degree incidence) (values taken from [181, 182]).

(∼99%) of the NIR beam. Once the XUV beam is reflected, the photon energies can be

selected by using aluminum, zirconium, tin, germanium, or any combination of these filters.

The thickness of these filters is 200 nm. Figure 5.8(a) shows the transmission of the XUV

beam from these filters as a function of photon energy. Figure 5.8(b) shows the reflection of

the XUV beam from the XUV-IR separator and the toroidal mirror. The toroidal mirror is

coated with a nickel coating and is placed at 4 degrees grazing angle w.r.t. incident beam.

It is used to focus the XUV beam.
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5.3.3 Photoionization of furan using XUV

In this section, the results from the photoionization of gas-phase furan molecules are dis-

cussed. The experiments were performed using a double-sided VMI, KAMP (see sec-

tion 2.3.1), coupled with an XUV source, XUUS. The laser system used for generating

high-harmonics has specifications of 2 mJ energy per pulse, 25 fs temporal width, and 10

kHz repetition rate (see PULSAR in section 2.2.3). Furan (purity >99%) was commercially

purchased from Sigma Aldrich. Furan is a colorless liquid at room temperature and has a

very high vapor pressure (∼493 Torr at 20 °C). It was loaded into a bubbler (∼10-15 ml),

degassed using several freeze-pump-thaw cycles, and inserted into the experimental chamber

(KAMP), which was under high vacuum (∼10−9), using a capillary with 200 µm diameter.

Since furan has a high vapor pressure, carrier gas was not required to assist with the sample

delivery. The flow of furan was controlled by using a needle valve. The electrons and ions

were detected in coincidence using the KAMP apparatus after photoionization with XUV.

Figure 5.9 shows the harmonic spectrum recorded during the experiment. Germanium

(Ge) and tin (Sn) filters were used to select the range of harmonics for the photoionization of

furan. With the Sn filter, mainly the 13th harmonic (20.4 eV) and very little 15th harmonic

(23.5 eV) can be selected (see figure 5.8 and 5.9), while with the Ge filter, the 17th and 19th

harmonics (26.7 eV and 29.8 eV) and a small contribution from the 13th and 15th harmonics

(20.4 eV and 23.5 eV) can be selected.

Figure 5.10 shows the ion TOF spectra of furan obtained after photoionization with

XUV using Ge and Sn filters. The peaks marked with ‘#’ are mainly from the secondary

electrons created by ion impact on the mesh that terminates the drift tube and is mounted

5 mm in front of the detector. These electrons are accelerated toward the MCP, where

they are detected at slightly shorter flight times than the corresponding ions. However,

some of these peaks (at early TOF) could be from the stray electrons. The peaks from the

background gases are labeled in red. A cartoon representation of the equilibrium structure

of furan is also shown. Both TOF traces (for Ge and Sn) shown in Fig. 5.10 are normalized
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Figure 5.9: The high-harmonic spectrum obtained from the XUV source, XUUS, after
filtering the harmonics using Sn and Ge filters.

w.r.t. to total ion yield. It can be seen that some of the fragments, such as C+ and CH+,

only appear for the Ge filter, while H+, H+
2 , C2H

+
2 , C4H

+
2 have a higher yield for the Ge

filter in comparison to the Sn filter.

Figure 5.11 shows the photoelectron position and energy spectrum obtained for the

electrons detected in coincidence with singly-charged furan molecules (C4H4O
+). Fig-

ure 5.11(a),(b) show photoionization by a range of harmonics selected by a Sn filter (mainly,

H13 or 20.4 eV, see Fig. 5.9). Similarly, Fig. 5.11(c),(d) shows the photoionization by a range

of harmonics selected by a Ge filter (H13, H15, H17 and H19 or 20.4 eV, 23.5 eV, 26.7 eV

and 29.8 eV, see Fig. 5.9). For the Ge filter, the identical peak structures separated by the

energy gap of ∼ 3.1 eV are due to four harmonics which are selected and shown in Fig. 5.9.

The intensity difference for different photon energies (different harmonics) is likely due to

the combination of photoabsorption cross-section and beamline transmission (see Fig. 5.8).
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Figure 5.10: Time-of-flight spectrum of furan ionized after photoionization with high har-
monics generated by an XUV source, XUUS, and selected using Sn and Ge filters. The peaks
marked with ‘#’ are mainly from the secondary electrons created by ion impact on the mesh
(see text). Also shown is the cartoon representation of the furan molecule.

A split in the photoelectron energy can be seen for the Sn filter, where the photon energy

is dominated by a single harmonic (H13, 20.4 eV). The difference in peak energies is ∼ 1.3

eV and the peak positions are ∼ 10.3 eV and ∼ 11.6 eV. The photoelectron energy can

be converted to binding energy by subtracting the photoelectron energy from the photon

energy of H13 (20.4 eV). Hence, for the two peaks, the binding energies are 8.8 eV and

10.1 eV. These two photoelectron peaks likely come from the photoionization of furan from

different molecular orbitals.

Some of the earlier studies have recorded a high-resolution photoelectron spectrum of

furan after valence ionization [183, 184]. Figure 5.12 shows the photoelectron spectrum

recorded by Holland et al. [183] for furan. From these measurements, the binding energy

ranges (including vibrational progressions) for the two states X̃2A2 and Ã2B1 are (8.00-

9.65) eV and (9.65-11.45) eV respectively. Holland et al. also validated their experimental

observations using the ADC(3) many-body Green’s function method (Fig. 5.12). The pho-
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Figure 5.11: Photoelectron position and energy spectrum of the singly-charged furan
molecule (C4H4O+) (a) Sn filter, raw and inverted photoelectron position spectrum, (b) Sn
filter, photoelectron energy spectrum, (c) Ge filter, raw and inverted photoelectron position
spectrum, (d) Ge filter, photoelectron energy spectrum.

toelectrons detected in coincidence with the singly-charged furan molecule (C4H4O
+) at

binding energies 8.8 eV and 10.1 eV are consistent with the values reported by Holland et

al. for the states X̃2A2 and Ã2B1. Hence, the peaks observed in our experiment at 8.8 eV

and 10.1 eV can be assigned to the electrons removed from X̃2A2 and Ã2B1, respectively.

Figure 5.13 shows the position and energy spectrum for photoelectrons detected in coinci-

dence with different ionic fragments. For the energy spectrum shown for different fragments,

a small contribution at high photoelectron energies likely originates from H15. Some experi-

mental observations include a clear difference in the photoelectron energies, which are a few

eV lower than the photoelectrons detected in coincidence with singly-charged furan molecule

(C4H4O
+). Also, in Fig. 5.13 (b) and (c), the contribution of electrons removed from inner

orbitals (lower photoelectron energy) can be seen clearly for the photoelectrons from C3H
+
3 ,

120



Figure 5.12: High-resolution valence shell photoelectron spectrum of furan recorded at a
photon energy of 90 eV (top). A theoretical spectrum of furan obtained using the ADC(3)
many-body Green’s function method (bottom) (Adapted from [183]).

in contrast to C3H
+
4 . The photoelectrons detected in coincidence with C3H

+
4 have an energy

of 7.7 eV, which is about 3.9 eV lower than the photoelectrons detected in coincidence with

the singly-charged furan molecule (C4H4O
+). C3H

+
4 is formed when a neutral CO is elimi-

nated, which can be a common fragmentation pathway in C and O containing heterocyclic

molecules. A theoretical study performed recently [185] gave more insights regarding CO

elimination and other isomerization pathways in furan after ionization with XUV. In this

study, several methods were combined, including molecular dynamics simulations, and it

was found that between 17 eV and 23 eV, the dominant pathway is skeleton fragmentation,
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Figure 5.13: Photoelectron position (raw and inverted) and energy spectrum obtained by
gating on different ionic fragments of furan after ionization by the 13th harmonic (20.4 eV),
with a small contribution from the 15th harmonic (23.5 eV), (a) HCO+, (b) C3H

+
3 , (c)

C3H
+
4 , (d) C3H3O
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i.e., breaking of a CC bond, after CO breaking/isomerization (see Fig. 5.14(a)). This leads

to the formation of C3H
+
3 or C3H

+
4 ionic fragments post CO elimination. This agrees well

with the experimental results, where a dominant contribution from C3H
+
3 and C3H

+
4 ionic

fragments can be seen (see Fig. 5.10).

Figure 5.14: Results from theoretical modeling of furan fragmentation using statistical and
molecular dynamics calculations by Erdmann et al. [185] (a) Processes at different photon
energies, (b) One of the pathways showing skeleton fragmentation.

Figure 5.14(a) shows the results from Erdmann et al. [185], where skeleton fragmenta-

tion can be seen as a major process happening at 20 eV. Figure 5.14(b) also shows two of

the skeleton fragmentation pathways where CO elimination occurs. The energy difference

calculated by Erdmann et al. [185] between furan and C3H4 formed after CO elimination
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matches well with the photoelectron energy difference between photoelectrons from the

singly-charged furan molecule (C4H4O
+) and C3H

+
4 (3.9 eV). Although other CO elimi-

nation pathways were the dominant pathways, as found by Erdmann et al., a thorough

understanding of channel resolved electron spectra would reveal further insights about the

involvement of deeper molecular orbitals and isomerization pathways.

Further experiments are planned in this direction to continue this work. The experi-

ments were temporarily stopped as the XUV source, XUUS, had to be coupled to a new

laser system, FLAME (see chapter 6), to achieve optimum performance. Time-resolved

experiments on furan coupled with PEPICO measurement may reveal the timescale of CO

elimination and isomerization.
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Chapter 6

Summary and outlook

With the rapid advancements in light sources and experimental techniques, it is now possi-

ble to observe the evolution of gas-phase molecular structures with (sub)-angstrom spatial

resolution and femtosecond temporal resolution. Even with the advancement in experimen-

tal techniques, each experimental technique has certain limitations, which limit what we

can learn about the photochemistry of a certain photoinduced isomerization reaction. How-

ever, combining results from several techniques often leads to a deeper understanding that

truly advances the field. In this dissertation, we have worked toward developing our under-

standing of the photoinduced structural dynamics in polyatomic molecules by using several

experimental techniques. We have developed tools and techniques which could be helpful

for future studies of different photoinduced reactions. The key results obtained during this

dissertation and their scientific significance are summarized below.

A significant portion of this dissertation explores the photoinduced (ring-opening) iso-

merization process in a prototypical heterocyclic ring molecule, thiophenone. The ultravi-

olet (UV) induced photoisomerization of thiophenone was studied with state-sensitive (or

rather: “energy-sensitive”) time-resolved photoelectron spectroscopy (TRPES) as well as

“structure-sensitive” mega-electronvolt ultrafast electron diffraction (MeV UED). These ex-

perimental techniques are combined with theoretical calculations such as trajectory surface
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hopping (TSH) for gaining insights about the excited-state dynamics and ab-initio molecular

dynamics (AIMD) for distinguishing the ground-state photoproduct geometries (discussed in

chapter 3). In the TRPES experiment, thiophenone molecules were excited with a UV pulse

and later ionized by an XUV pulse from the FERMI free-electron laser (FEL). This study

shows the ultrafast de-excitation of the excited-state molecules and an increase in photoelec-

tron intensity attributed to the formation of ring-opened photoproducts based on theoretical

calculations. The theoretical work predicts the formation of three ring-opened photoprod-

ucts and the formation of “vibrationally-hot” ground state thiophenone molecules, which

is consistent with the experimental observations. The formation of these photoproducts is

driven by a ballistic ring opening that is completed within ∼350 fs. These timescales match

closely with the experimentally observed increase in photoelectron intensities. Although the

TRPES study coupled with theoretical calculations reveals crucial insights related to the

excited-state dynamics and photochemistry, it cannot distinguish the photoproduct geome-

tries. To obtain insights about the photoproduct geometries experimentally, we performed

the MeV UED experiment. This study was performed toward the end of my dissertation

work, and the preliminary results from these experiments confirm the formation of three

main photoproducts, which were predicted by the theoretical calculations. The combined

study using TRPES, MeV UED, and theoretical calculations has shown that it is possi-

ble to advance our understanding towards other ring-opening reactions that are considered

as candidates for designing ultrafast molecular switches. We believe our work also takes

us a step closer to creating the “molecular movie”, revealing detailed insights about both

excited-state and ground-state dynamics.

In the next part of this dissertation, the coincident ion momentum imaging technique

is used to demonstrate its capability of distinguishing subtle molecular structural changes.

The conformational isomers of dibromoethane that only differ by a rotation around a single

bond were distinguished using this method. The concerted and sequential breakup pathways

were disentangled using the new Native Frames method developed by our colleagues at
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Figure 6.1: KAMP setup (see section 2.3.1) with a modified design including a back-
focusing mirror for coincidence experiments

the James R. Macdonald Laboratory. After disentangling the sequential breakup events,

the concerted breakup events were used to determine the yield of the gauche and anti

conformations of dibromoethane. These yields were also measured for different sample

temperatures, and the small changes in yield that were detected by the experiment match

well with the theoretical estimates. Based on our results and results from other studies,

we conclude that coincident ion momentum imaging has enormous potential to identify

interconverting molecular structures. These geometries can be identified for particular cases,

and their evolution can then be studied using time-resolved studies.

Apart from the coincident ion imaging technique, the photoelectron-photoion coincidence

(PEPICO) technique is also used in this dissertation to study dissociation dynamics post

absorption of an XUV photon. These experiments were performed on thiophenone and
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furan. The experimental results revealed that the channel-resolved photoelectron spectrum

reveals insights into dissociation pathways, such as CO elimination. These experiments

can be combined with time-resolved measurements and are planned for future studies. To

achieve this, we have modified the design of the KAMP instrument (see section 2.3.1). The

new design is equipped with a back-focusing mirror that allows us to perform multi-ion

coincidence and PEPICO measurements. The setup is coupled with a new laser system,

FLAME (see section 2.2.3). In the future, we plan to couple the XUUS XUV source (see

section 5.3.2) with KAMP, which will allow us to perform TRPES experiments with better

time resolution using a lab-based setup instead of using free-electron lasers and synchrotrons.

Collectively, the work presented in this dissertation uses a variety of experimental tech-

niques to provide a general understanding of light-induced isomerization and fragmentation

by investigating simple molecules and moderately complex systems. In addition, our work

provides insights into the prototypical light-induced reactions, which has opened doors for

future investigations.
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289(5481):905–920, 2000. ISSN 0036-8075. doi: 10.1126/science.289.5481.905. URL

https://science.sciencemag.org/content/289/5481/905.

131

https://doi.org/10.1146/annurev.physchem.52.1.255
https://doi.org/10.1146/annurev.physchem.52.1.255
https://science.sciencemag.org/content/244/4903/426
https://doi.org/10.1038/ncomms9199
https://krex.k-state.edu/dspace/handle/2097/41460
https://krex.k-state.edu/dspace/handle/2097/41460
https://science.sciencemag.org/content/289/5481/905


[16] The Nobel Prize in Chemistry (2009) https://www.nobelprize.org/prizes/

chemistry/2009/summary/.

[17] Beamlines at Advanced light source https://als.lbl.gov/beamlines/.

[18] Zulfiqar Ali, Yi-De Chuang, David Kilcoyne, Alejandro Aguilar, Sung-Kwan Mo, and

Zahid Hussain. Upgrade of the beamline 10.0.1 at the advanced light source. In Shunji

Goto, Christian Morawe, and Ali M. Khounsary, editors, Advances in X-Ray/EUV

Optics and Components VII, volume 8502, pages 189 – 198. International Society for

Optics and Photonics, SPIE, 2012. doi: 10.1117/12.930328. URL https://doi.org/

10.1117/12.930328.

[19] John Bozek, Art Robinson, and Scot Kellar. New als beamline for high-resolution elec-

tron spectroscopy below 340 ev. Synchrotron Radiation News, 12(5):37–39, 1999. doi:

10.1080/08940889908261036. URL https://doi.org/10.1080/08940889908261036.

[20] E. Allaria, R. Appio, L. Badano, W. A. Barletta, S. Bassanese, S. G. Biedron,

A. Borga, E. Busetto, D. Castronovo, P. Cinquegrana, S. Cleva, D. Cocco, M. Cornac-

chia, P. Craievich, I. Cudin, G. D’Auria, M. Dal Forno, M. B. Danailov, R. De Monte,

G. De Ninno, P. Delgiusto, A. Demidovich, S. Di Mitri, B. Diviacco, A. Fabris, R. Fab-

ris, W. Fawley, M. Ferianis, E. Ferrari, S. Ferry, L. Froehlich, P. Furlan, G. Gaio,

F. Gelmetti, L. Giannessi, M. Giannini, R. Gobessi, R. Ivanov, E. Karantzoulis,

M. Lonza, A. Lutman, B. Mahieu, M. Milloch, S. V. Milton, M. Musardo, I. Nikolov,

S. Noe, F. Parmigiani, G. Penco, M. Petronio, L. Pivetta, M. Predonzani, F. Rossi,

L. Rumiz, A. Salom, C. Scafuri, C. Serpico, P. Sigalotti, S. Spampinati, C. Spezzani,

M. Svandrlik, C. Svetina, S. Tazzari, M. Trovo, R. Umer, A. Vascotto, M. Veronese,

R. Visintini, M. Zaccaria, D. Zangrando, and M. Zangrando. Highly coherent and

stable pulses from the fermi seeded free-electron laser in the extreme ultraviolet.

Nature Photonics, 6(10):699–704, Oct 2012. doi: 10.1038/nphoton.2012.233. URL

https://doi.org/10.1038/nphoton.2012.233.

132

https://www.nobelprize.org/prizes/chemistry/2009/summary/
https://www.nobelprize.org/prizes/chemistry/2009/summary/
https://www.nobelprize.org/prizes/chemistry/2009/summary/
https://www.nobelprize.org/prizes/chemistry/2009/summary/
https://als.lbl.gov/beamlines/
https://doi.org/10.1117/12.930328
https://doi.org/10.1117/12.930328
https://doi.org/10.1080/08940889908261036
https://doi.org/10.1038/nphoton.2012.233


[21] C. Pellegrini, A. Marinelli, and S. Reiche. The physics of x-ray free-electron lasers.

Rev. Mod. Phys., 88:015006, Mar 2016. doi: 10.1103/RevModPhys.88.015006. URL

https://link.aps.org/doi/10.1103/RevModPhys.88.015006.

[22] D. Ratner, R. Abela, J. Amann, C. Behrens, D. Bohler, G. Bouchard, C. Bost-

edt, M. Boyes, K. Chow, D. Cocco, F. J. Decker, Y. Ding, C. Eckman, P. Emma,

D. Fairley, Y. Feng, C. Field, U. Flechsig, G. Gassner, J. Hastings, P. Heimann,

Z. Huang, N. Kelez, J. Krzywinski, H. Loos, A. Lutman, A. Marinelli, G. Mar-

cus, T. Maxwell, P. Montanez, S. Moeller, D. Morton, H. D. Nuhn, N. Rodes,

W. Schlotter, S. Serkez, T. Stevens, J. Turner, D. Walz, J. Welch, and J. Wu.

Experimental demonstration of a soft x-ray self-seeded free-electron laser. Phys.

Rev. Lett., 114:054801, Feb 2015. doi: 10.1103/PhysRevLett.114.054801. URL

https://link.aps.org/doi/10.1103/PhysRevLett.114.054801.

[23] M. Zangrando, A. Abrami, D. Bacescu, I. Cudin, C. Fava, F. Frassetto, A. Galimberti,

R. Godnig, D. Giuressi, L. Poletto, L. Rumiz, R. Sergo, C. Svetina, and D. Cocco. The

photon analysis, delivery, and reduction system at the FERMI@Elettra free electron

laser user facility. Review of Scientific Instruments, 80(11):113110, 2009. doi: 10.

1063/1.3262502. URL https://doi.org/10.1063/1.3262502.

[24] Xiaoming Ren, A M Summers, Kanaka Raju P, Aram Vajdi, Varun Makhija, C W

Fehrenbach, Nora G Kling, K J Betsch, Z Wang, M F Kling, K D Carnes, I Ben-

Itzhak, Carlos Trallero-Herrero, and Vinod Kumarappan. Single-shot carrier-envelope-

phase tagging using an f–2f interferometer and a phase meter: a comparison. Journal

of Optics, 19(12):124017, nov 2017. doi: 10.1088/2040-8986/aa9865. URL https:

//doi.org/10.1088/2040-8986/aa9865.
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[79] H. Mark and R. Wierl. Über Elektronenbeugung am einzelnen Molekül. Naturwis-

senschaften, 18(9):205–205, February 1930. doi: 10.1007/BF01494849.

[80] H. Mark and R. Wierl. Die ermittlung von molekülstrukturen durch beugung von elek-

tronen an einem dampfstrahl. Zeitschrift für Elektrochemie und angewandte physikalis-

che Chemie, 36(9):675–676, 1930. doi: https://doi.org/10.1002/bbpc.19300360921.

URL https://onlinelibrary.wiley.com/doi/abs/10.1002/bbpc.19300360921.

[81] L. O. Brockway. Electron diffraction by gas molecules. Rev. Mod. Phys., 8:231–266,

Jul 1936. doi: 10.1103/RevModPhys.8.231. URL https://link.aps.org/doi/10.

1103/RevModPhys.8.231.

[82] Linus Pauling and L. O. Brockway. The radial distribution method of interpretation of

electron diffraction photographs of gas molecules. Journal of the American Chemical

Society, 57(12):2684–2692, 1935. doi: 10.1021/ja01315a103. URL https://doi.org/

10.1021/ja01315a103.

143

https://onlinelibrary.wiley.com/doi/abs/10.1002/hlca.200390147
https://onlinelibrary.wiley.com/doi/abs/10.1002/hlca.200390147
https://www.wiley.com/en-us/Stereochemical+Applications+of+Gas+Phase+Electron+Diffraction%2C+Part+A-p-9780471186892
https://www.wiley.com/en-us/Stereochemical+Applications+of+Gas+Phase+Electron+Diffraction%2C+Part+A-p-9780471186892
https://www.wiley.com/en-us/Stereochemical+Applications+of+Gas+Phase+Electron+Diffraction%2C+Part+A-p-9780471186892
https://www.nobelprize.org/prizes/chemistry/1982/klug/facts/
https://www.nobelprize.org/prizes/chemistry/1982/klug/facts/
https://www.nobelprize.org/prizes/chemistry/1982/klug/facts/
https://www.nobelprize.org/prizes/chemistry/1982/klug/facts/
https://onlinelibrary.wiley.com/doi/abs/10.1002/bbpc.19300360921
https://link.aps.org/doi/10.1103/RevModPhys.8.231
https://link.aps.org/doi/10.1103/RevModPhys.8.231
https://doi.org/10.1021/ja01315a103
https://doi.org/10.1021/ja01315a103


[83] Ahmed H. Zewail. Femtochemistry: atomic-scale dynamics of the chemical bond. The

Journal of Physical Chemistry A, 104(24):5660–5694, 2000. doi: 10.1021/jp001460h.

URL https://doi.org/10.1021/jp001460h.

[84] Dmitry Shorokhov, Sang Tae Park, and Ahmed H. Zewail. Ultrafast

electron diffraction: Dynamical structures on complex energy landscapes.

ChemPhysChem, 6(11):2228–2250, 2005. doi: https://doi.org/10.1002/cphc.

200500330. URL https://chemistry-europe.onlinelibrary.wiley.com/doi/

abs/10.1002/cphc.200500330.

[85] J. Spencer Baskin and Ahmed H. Zewail. Ultrafast electron diffraction: Oriented

molecular structures in space and time. ChemPhysChem, 6(11):2261–2276, 2005.

doi: https://doi.org/10.1002/cphc.200500331. URL https://chemistry-europe.

onlinelibrary.wiley.com/doi/abs/10.1002/cphc.200500331.

[86] J. Charles Williamson and Ahmed H. Zewail. Ultrafast electron diffraction. 4. molec-

ular structures and coherent dynamics. The Journal of Physical Chemistry, 98

(11):2766–2781, 1994. doi: 10.1021/j100062a010. URL https://doi.org/10.1021/

j100062a010.

[87] A. M. Michalik, E. Ya. Sherman, and J. E. Sipe. Theory of ultrafast electron diffrac-

tion: The role of the electron bunch properties. Journal of Applied Physics, 104(5):

054905, 2008. doi: 10.1063/1.2973157. URL https://doi.org/10.1063/1.2973157.

[88] K. Hedberg. Electron diffraction in gases by M. I. Davis. Acta Crystallographica

Section A, 28(5):475, Sep 1972. doi: 10.1107/S0567739472001305. URL https://

doi.org/10.1107/S0567739472001305.

[89] E. Arnold, Andre Authier, G.Bricogne, Philip Coppens, J.M. Cowley, R. Diamond,

D.L. Dorset, F. Frey, C. Giacovazzo, J.K. Gjonnes, P. Goodman, R.W. Grosse-

Kunstleve, Jean-Pierre Guigay, T. Haibach, S.R. Hall, H. Jagodzinski, R.E. Marsh,

144

https://doi.org/10.1021/jp001460h
https://chemistry-europe.onlinelibrary.wiley.com/doi/abs/10.1002/cphc.200500330
https://chemistry-europe.onlinelibrary.wiley.com/doi/abs/10.1002/cphc.200500330
https://chemistry-europe.onlinelibrary.wiley.com/doi/abs/10.1002/cphc.200500331
https://chemistry-europe.onlinelibrary.wiley.com/doi/abs/10.1002/cphc.200500331
https://doi.org/10.1021/j100062a010
https://doi.org/10.1021/j100062a010
https://doi.org/10.1063/1.2973157
https://doi.org/10.1107/S0567739472001305
https://doi.org/10.1107/S0567739472001305


R.P. Millane, and B.B. Zvyagin. International Tables for Crystallography, Volume B:

Reciprocal Space. 01 2001. ISBN 0-7923–6592-5.

[90] MeV-UED Schematics https://lcls.slac.stanford.edu/instruments/mev-ued/

schematics.

[91] S. P. Weathersby, G. Brown, M. Centurion, T. F. Chase, R. Coffee, J. Corbett, J. P.
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H. Schmidt-Böcking, and R. Dörner. Photoelectron-photoion momentum spectroscopy

as a clock for chemical rearrangements: Isomerization of the di-cation of acetylene to

the vinylidene configuration. Phys. Rev. Lett., 90:233002, Jun 2003. doi: 10.1103/

PhysRevLett.90.233002. URL https://link.aps.org/doi/10.1103/PhysRevLett.

90.233002.

[106] Y. H. Jiang, A. Rudenko, O. Herrwerth, L. Foucar, M. Kurka, K. U. Kühnel, M. Lez-

ius, M. F. Kling, J. van Tilborg, A. Belkacem, K. Ueda, S. Düsterer, R. Treusch,
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Horst Schmidt-Böcking, Jürgen Stohner, Reinhard Dörner, Markus Schöffler, and
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Bilodeau, David Kilcoyne, Vinod Kumarappan, Artem Rudenko, Nora Berrah, and

Daniel Rolles. Identification of absolute geometries of cis and trans molecular isomers

by coulomb explosion imaging. Scientific Reports, 6(1):38202, Dec 2016. ISSN 2045-

2322. doi: 10.1038/srep38202. URL https://doi.org/10.1038/srep38202.

[127] Michael Burt, Kasra Amini, Jason W. L. Lee, Lars Christiansen, Rasmus R. Johansen,

Yuki Kobayashi, James D. Pickering, Claire Vallance, Mark Brouard, and Henrik

Stapelfeldt. Communication: Gas-phase structural isomer identification by coulomb

explosion of aligned molecules. The Journal of Chemical Physics, 148(9):091102, 2018.

doi: 10.1063/1.5023441. URL https://doi.org/10.1063/1.5023441.

[128] Heide Ibrahim, Benji Wales, Samuel Beaulieu, Bruno E. Schmidt, Nicolas Thiré,
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Dylan C. Yost, and Jun Ye. Extreme ultraviolet radiation with coherence time greater
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Appendix A

Coulomb simulations for

near-equlibrium geometries of gauche

and anti conformations of

1,2-dibromoethane

This section discusses the coulomb simulations (CES) for the concerted breakup of 1,2-

dibromoethane (C2H4Br2, EDB) into the coincidence channel C2H
+
4 + 81Br+ + 81Br+. The

equilibrium geometries of gauche and anti conformations are first computed using the open-

source package Avogadro [186, 187]. Classical CES are performed considering three point

charges – one at the position of each of the two bromine atoms and the third charge at

the center-of-mass (c.o.m.) of C2H
+
4 . In order to account for small geometry changes of the

molecule, e.g., because of vibrations in the neutral or ionic states, either due to the initial

temperature of the sample or due to vibrational excitation during the ionization process, we

randomly vary the position of both bromine atoms within a sphere around their equilibrium

position.

For the simulations shown in Chapter 4, the radius of this sphere is chosen to be 5% of
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the C-Br bond distance. We generate 1000 randomly sampled pairs of bromine coordinates

and determine the coordinate of a third point charge (at the c.o.m. of the C2H
+
4 moiety) such

that the c.o.m. of the distorted molecule remains the same as in the equilibrium geometry,

since the c.o.m. of the molecule does not move during vibrations along the normal modes

of the molecule. For each geometry, we consider the molecule to be at rest and neglect

the velocity that an atom might possess due to vibrational motion. For each distribution

of three point charges, the classical equations of motions under the influence of Coulomb

repulsion are then solved using a standard ordinary differential equation solver to determine

the trajectories and the asymptotic velocity/momentum of each charged fragment.

Figure A.1: Distribution of point charges for 1000 randomly generated near-equilibrium
geometries of (a) gauche and (b) anti conformations for which the Coulomb explosion simu-
lations were performed (see text). The solid black dots show the equilibrium positions for the
two bromine atoms and the c.o.m. of the C2H4. The red and blue dots show the deviation
(from the equilibrium position) of bromine atoms and c.o.m. of C2H4 respectively, as chosen
for the simulation (Adapted from [144]).

The main goal behind choosing a uniform distribution of charge around the equilibrium

positions of the two Br+ atoms is to make a simple model to calculate the fragment kinetic

energies that incorporate small geometry variations in the anti and gauche conformations

without further knowledge of possible excitation mechanisms and modes. The radius of the

uniform spherical distribution is simply chosen as X% of the C-Br bond length (X=5, as
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Figure A.2: Simulations of kinetic energies for gauche and anti conformations assuming
different radii of the distributions (see text).

shown above). Despite its simplicity, the assumption of a spherical distribution produces

an overall very reasonable agreement with the experimental data (see section 4.4 and 4.6).

However, the simulation starts to deviate if we choose a significantly larger radius of the

spherical distribution. To expand on this further, Fig. A.2 shows plots with the simulations

for gauche and anti conformations assuming different radii of the distributions (X=3,5,8,10).

A 5% change gives good agreement for the widths of the distributions for the gauche con-

formation while still reproducing the right energies and reasonable widths for the fragment

distributions for the anti conformation. However, the simulated width of the KER distribu-

tion for the ‘anti’ conformation is indeed too narrow. For larger radii, the KER distribution
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becomes wider, but the agreement for the fragments gets significantly worse. This suggests

that the geometry variations cannot be approximated well by our simple model assuming

uniform distributions and that detailed modeling incorporating specific vibrational modes

might be required, which is beyond the scope of this work.
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Appendix B

Ultrafast electron diffraction -

extracting the static diffraction signal

Figure B.1: Electron diffraction image of thiophenone.
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To determine the static diffraction signal from the molecules, the diffraction images

first need to be processed and cleaned. A diffraction image for the thiophenone molecules

recorded at the MeV UED facility at SLAC national laboratory is shown in Fig. B.1. The

first step in cleaning the diffraction images involves subtracting the baseline of the camera

signal. This is done by subtracting the average counts in the four corners of the image

shown in Fig. B.1.

Figure B.2: Comparing the static diffraction signal with a simulation. (a) The logarithm
of total scattering intensity fitted with a fourth-order polynomial. (b) The fitting curve in (a)
was subtracted from the logarithm of total scattering intensity for experiment and simulation.

The next step is to remove the x-ray hits, which are often seen as long stripes in the

image. To remove these hits, each diffraction image for the same temporal delay (between
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UV and electron beam) is compared pixel-by-pixel. The pixels having counts more than

four standard deviations over the mean of identical pixels are removed. This procedure

is repeated for all time delays. After this, any remaining artifacts in the detector image

are carefully removed. Once all the steps above are performed, the center of the image is

determined.

After carefully determining the center of the diffraction images, the intensities can be

azimuthally summed for negative delays (electron beam preceding UV) to determine the

static diffraction signal. To determine the molecular scattering intensity (IM), the atomic

intensities must be subtracted from the total scattering intensity. Figure B.2(a) shows the

logarithm of total scattering intensity observed in the experiment fitted with a fourth-order

polynomial. Figure B.2(b) shows the difference between the experiment and fit shown in

Fig. B.2(a) plotted for both experiment and simulation. A good agreement in peak positions

between the experiment and simulation in Fig. B.2(b) confirms the pixel calibration value.

Figure B.3: Determining experimental sM(s) using zero crossings from simulation. The
orange points correspond to the s values for which the simulated sM(s) is zero.

For determining modified molecular scattering intensity (sM), the zero-crossings from
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Figure B.4: Static diffraction signal for thiophenone. (a) sM(s). (b) PDF(r).

the simulations are used in order to fit the background precisely [75]. Figure B.3 shows

the logarithm of total scattering intensity with the zero-crossing points marked in orange.

Figure B.4 shows the sM(s) and PDF(r) after using the simulated zero-crossing points for

the subtraction of background. The black curve in Figure B.4 from theory is the mean of

simulations for different geometries sampled from the Wigner distribution of ground state

thiophenone molecules (see section 3.5.1). The simulations from the individual geometries

can be seen in the light color distribution around the mean. The experiment and theory

show a slight disagreement which can be due to improper subtraction of background or the

presence of other geometries.
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